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Life uses non-equilibrium mechanisms to create ordered structures not attainable at equilibrium;
the resulting order is assumed to provide functional benefits that outweigh costs of time and energy
needed by these mechanisms. Here, we show that models of DNA replication and self-assembly,
when expanded to include known stalling effects, can evolve error correcting mechanisms like kinetic
proofreading and dynamic instability through selection for fast replication alone. We abstract these
results into a general framework that predicts a counterintuitive “order through speed” effect if the
distribution of replication times is wide enough. We test our results against recent mutational screens
of proofreading polymerases. Our work suggests the intriguing possibility that non-equilibrium
order can evolve even before that order is directly functional, with consequences for the evolution
of mutation rates, viral capsid assembly, and the origin of life.

Life is often described as a battle against the second
law of thermodynamics: ever since Schrödinger’s What
is life? [1], the ability to maintain a state of unnaturally
high order through dissipative mechanisms has been seen
as a fundamental characteristic of living matter. Non-
equilibrium driving is required to maintain order — i.e.,
lower entropy or variation than expected at thermal equi-
librium — in processes ranging from sensing [2, 3], com-
putation [4–6] and spatial organization [7, 8] to the self-
replication of heritable information [9–14] itself.

A distinct question from the functioning of non-
equilibrium mechanisms is their spontaneous origin; what
conditions might drive equilibrium matter to sponta-
neously start exploiting energy sources in the environ-
ment to achieve higher order? The conditions for the
emergence of such coupling are not known, even though
several ideas have been proposed. One point of view ar-
gues that all physical systems have a spontaneous ten-
dency to evolve dissipative structures [15–18]. A more
common perspective is that these mechanisms originated
through a Darwinian process where the fitness benefit of
order was sufficient to overcome the associated costs of
energy and time [19–21]; see Fig. 1.

Here, we suggest another possibility, shown in Fig. 1:
systems undergoing rapid exponential self-replication can
spontaneously evolve non-equilibrium order-enhancing
mechanisms if the distribution of replication times is wide
enough. We find that this condition on replication times
is met naturally in key processes of the central dogma
and in molecular self-assembly where errors cause large
variations in replication times. In our scenario, order (or
the lack of errors) does not need to provide any direct
Darwinian fitness benefit; selection can be entirely for
faster replication, a selection implicit in any population

of self-replicating agents and explicit in some protocells
[22].

TEMPLATED REPLICATION

We first explore these ideas in templated replication,
a process exploited by all known life forms to transmit
heritable information across generations. The fidelity of
this replication process is a key physical constraint on
the origin of life [23, 24] and subsequent evolution [25].

At equilibrium, we might expect a fidelity constrained
by the finite differences between base pair free ener-
gies; e.g., ∆G = G(AT ) − G(AG) ≈ 1 − 3 kcal/mol
≈ 1.688 − 5 kbT would indicate an error rate of µ ∼
10−1 − 10−2 [26]. However, several DNA polymerases
contain an exonuclease domain that proofreads [27, 28]:
the nascent DNA strand is occasionally passed from the
polymerase to the exonuclease domain where bases are
excised in 3’ to 5’ direction. Using the exonuclease fre-
quently leads to higher accuracy (lower µ) since wrong
nucleotides are preferentially discarded; but since right
nucleotides are also discarded on occasion, such error cor-
rection also increases the time to copy a strand. A simple
mathematical model, following numerous published mod-
els [13, 27–32], quantifies this intuitive ‘higher fidelity,
lower speed’ trade-off — see Materials and Methods.

We now introduce a key experimentally observed fact
— stalling [33–41] — that is not often considered in
proofreading models, but completely inverts this intu-
itive trade-off picture. The incorporation of a wrong nu-
cleotide significantly slows the catalysis of the phosphodi-
ester bond for the next base — even if correct. This bio-
physical effect of geometric nature [36], due to incorrect
seating of the prior incorrect base on the template, e.g.
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FIG. 1. An alternative scenario for the origin of non-equilibrium order. The basic traits of a self-replicator, such as
a cell undergoing repeated divisions as shown, are the time to replicate and fidelity in replication, i.e. lack of disorder; both
traits are impacted by dissipative fidelity-enhancing mechanisms. Here, we outline a broad set of conditions where selection
for fast replication alone, with no selection on fidelity or order, will result in highly dissipative order-maintaining mechanisms.
In our scenario, complex non-equilibrium mechanisms that increase order can arise as an inevitable consequence of exponential
self-replication itself, even if there is no fitness benefit to that order.

misaligned 3’ end, is intrinsic to the nature of templated
replication and is independent of proofreading activity:
stalling has been observed even in non-enzymatic RNA
replication [42] relevant to the RNA world — see Supple-
mentary Information. The time to replicate a strand of
length L is,

Trep ≈ Ltnostall(µ) + Lµτstall (1)

where tnostall(µ) is the time to copy one base, assuming no
stalling occurs; this time, shown in Fig.2a-iii, increases as
the error rate µ decreases since additional proofreading
activity might excise correctly matched bases as well [10,
11, 43, 44]; µL is the number of mutations, each of which
causes a stall of time τstall.

Augmenting the proofreading model with stalling re-
veals a striking new regime (Fig. 2a-iii): for large enough
error rates µ ≥ µc, the trade-off between time to copy a
strand and error is reversed: faster polymerases are more
accurate at replicating the strand. As derived in the Sup-
plementary Information using an analytically tractable
model, the width µc of this counterintuitive regime in-
creases with the stalling time τstall and with increasing
non-equilibrium drive ϕ: µc ∼ τ0

τstall
f(ϕ) , where τ0 is the

average incorporation time of a base in the absence of
stalling and f is a decreasing function of ϕ. These re-
sults suggest that (i) selection for fast replication alone
can lead to the evolution of mechanisms that result in
higher fidelity; (ii) such higher fidelity will be prefer-
entially achieved through highly dissipative (higher ϕ)
error-correcting mechanisms.

To test these predictions, we carried out in silico evo-
lution of a DNA polymerase, with fitness agnostic to the
copying fidelity µ. Instead, fitness is entirely set by the
speed of replicating a strand of length L, F = 1/Trep; this

time Trep includes both proofreading and stalling time as
in Eq. 1.

The polymerase was modeled by a generic chemi-
cal network composed of N enzyme-substrate states, as
sketched in Fig. 2b. We initialize the network kinetic
parameters kij randomly, but satisfying detailed bal-
ance. However, kij can evolve to break detailed bal-
ance, representing energy sources such as NTP hydrol-
ysis: kij = keqij e

βϕ, where ϕ is the driving force and
1/β = kBT — see Materials and Methods and Extended
Data Fig. E1.

The results of the evolution for speed F = 1/Trep of a
network of size N = 7 are summarized in Fig. 2b. Over
cycles of mutation and selection, the replication time Trep

falls as expected but surprisingly, so does the error rate
µ — despite no selection for fidelity. Further, the time
to copy ignoring stalling tnostall, increases and energy
dissipation increase; see Fig. 2b.

Thus, a random network, when selected for fast repli-
cation, evolved a proofreading mechanism[] that costs en-
ergy and is slower (i.e., higher tnostall); but the reduction
in errors and stalling ultimately pays off in faster repli-
cation (i.e., lower Trep).

Experimental evidence

An extensive body of theoretical — and some ex-
perimental — work on proofreading reports the intu-
itive speed-accuracy trade-off. How might our work,
motivated by experimental observations of stalling [33–
36, 38, 45], be consistent with such prior work? Prior
studies consider only the impact of a few mutations or
one biophysical perturbation, e.g. changing Mg2+ levels
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FIG. 2. Fast replication selects for kinetic proofreading in the presence of stalling. (a) We extend canonical models
of kinetic proofreading for polymerases (i) by including the stalling effect (ii): incorporation of the correct nucleotide (here,
G) at site i is dramatically slowed (up to 1000x [33–35]) if site i − 1 has an incorrect base (here, red C) due to misaligned
3’ of C and 5’ end of G. (iii) Average time to copy a strand as a function of error rate in proofreading models without and
with stalling. Curves correspond to different non-equilibrium driving potentials ϕ in the proofreading network. In models with
stalling, higher accuracy is linked to higher speed (gray region). (b) (i) In silico evolution of a random network model of
polymerases that incorporates stalling. The fitness function is set by the time to copy a long strand, with no consideration of
accuracy. (ii,iii,iv,v) Evolution of strand replication time Trep, copying time tnostall without accounting for stalling, energy ϵ
dissipated by network and resulting error rate µ during in silico evolution. Typical trajectory is highlighted.

[46]. Such tests cannot probe the nature of any poten-
tial tradeoff between speed and fidelity. More precisely,
trade-offs manifest as a Pareto front defined by an in-
equality between traits such as speed and accuracy. A
single or few perturbations to a well-adapted polymerase
(e.g., the wildtype) will likely reveal variants further away
from the Pareto front. Thus, comparing a pair of vari-
ants, in isolation, will support the intuitive trade-off,
when the real Pareto front – as revealed by the collec-
tion of all mutants – corresponds to the counterintuitive
trade-off, see Extended Data Fig. E3. Thus, testing the
ideas here presented necessarily requires comparing many
variants created through extensive mutagenesis.

The largest such library of a DNA polymerase mutants
was built recently [47] in the course of creating the Or-
thoRep platform [48]. We plotted the data generated

by [47] in this process for 213 (single and multiple mu-
tant) variants of the pGKL1 DNA polymerase [49]. This
viral-origin Family B DNA polymerase has exonuclease
activity and is homologous to the commercially available
Φ-29 DNA polymerase. The data in Fig. 2c shows that
the counterintuitive trade-off holds over four orders of
magnitude variation in the error rate and two orders of
magnitude in the measure of a proxy for speed used in
[47]. See Extended Data Fig. E2 for more details and
experimental support for the ideas presented here.
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FIG. 3. Speed-accuracy data for hundreds of proof-
reading polymerase variants shows a counterintuitive
trade-off. Error rate vs speed data from the highest through-
put mutagenesis of a proofreading DNA polymerase to date
[47]. Data points of different shape indicate mutations in the
exonuclease, polymerase domain or both. DNA plasmid copy
number maintained at steady state by a dedicated DNA poly-
merase is a measure of its total activity that combines speed
and processivity; see Materials and Methods.

SELF-ASSEMBLY

Nucleic acid replication is not the only instance of our
proposed paradigm. We now consider a cell whose repli-
cation is limited by the time to assemble a multicom-
ponent structure; the structure is built from N molecu-
lar species whose binding interactions Jij include some
non-specific interactions. Extant life must build ordered
structures like ribosomes — with every component in the
right place despite non-specific interaction — in order to
replicate.

In contrast, we will assume that our cell replication is
not contingent on the composition or ordering of com-
ponents in the assembled structure. Our cells divide
upon building any structure of linear dimensions at least
L×W : structural order is not directly functional in our
model. This assumption is a theoretical device to high-
light the most extreme consequences of our counterintu-
itive speed vs structural order relationship.

We carried out in silico evolution with a speed-of-
assembly fitness function [51–53]. The interaction matrix
Jij is fixed but mutations can introduce microtubules-
inspired dynamic instability [50]; i.e. a layer of non-
equilibrium dynamics that allows structures to be par-
tially or entirely disassembled in an irreversible way
[54] — see Materials and Methods for details.

Selection for fast self-assembly showed two surprises
(Fig. 4b). First, the frequency of dynamic instability-
disassembly λ increased (Fig. 4b-ii) despite selecting for
fast assembly. Second, despite not selecting for ordered
assembly, structural variation in assembled structures at
the time of cell division decreased (Fig. 4b-iii); i.e. as-
sembled structures tended to be ordered in a specific way.

These surprising results can be explained by viewing
dynamic instability as a mechanism that speeds up as-

sembly by disassembling misformed structures. As shown
in prior work, non-specific interactions can lead to mis-
formed structures [55, 56] that dramatically slow further
assembly. In the absence of dynamic instability, such
misformed leading edges might take a long time to spon-
taneously melt away. Dynamic instability — of the right
amount — might effectively speed up assembly [57] by
disassembling these kinetic traps while also fixing errors.

NAVIGATING HIGH-DIMENSIONAL
DISORDERED SPACES

We abstract our results on kinetic proofreading and
self-assembly to a more general framework. Consider a
cell that divides upon completing N actions out of a
library of M possible actions, in any order and possi-
bly with repetition. As shown in Fig. 5a-i, such a cell
can be seen as navigating one of many possible trajecto-
ries x(t) in a high-dimensional configuration space to go
from a Birth state to a mature Division state that can
then divide into two cells. These actions could represent
the order in which different nucleotides are added dur-
ing templated replication or molecular components are
added to, e.g. a growing viral capsid structure [58] or
different metabolic and synthesis processes that must be
completed during a cell cycle [59].

Equilibrium thermodynamics generally sets a limit on
how strictly one can enforce an order of these actions
[59], resulting in a relatively wide probability distribution
Peq[x(t)] over trajectories x(t). Extant cells exploit non-
equilibrium mechanisms to sample from a narrower dis-
tribution Pneq[x(t)]; e.g. typically, only a specific subset
of all possible M actions is taken and, in a precise order,
to avoid deleterious consequences. This non-equilibrium
order can be quantified by the reduction in the entropy
of trajectories ∆S = DKL(Pneq[x(t)]||Peq[x(t)]).

Can mechanisms enforcing such non-equilibrium or-
der potentially arise from the need to replicate fast
alone? Inspired by the undoing action of proofread-
ing and dynamic instability [20], we consider Maxwell
demons (backward-facing blue arrows in Fig. 5a-ii) that
randomly and irreversibly reset [60–62] the system back
to the Birth state on a timescale Tr, independent of
what state the cell might be at. In contrast with classic
Maxwell demons that act based on being in the right or
wrong state [59], our mechanism acts solely on time.

To determine when resetting demons will be selected
for by the need for fast self-replication alone[60, 61,
63–65] — without selecting for order, we first define
P eq(Trep) to be the distribution of replication times
induced by trajectories sampled from the ensemble
P eq[x(Trep)]. The fitness f of a lineage of cells with
replication time distribution P eq(Trep) can be shown to
be given by 2P̃ (−f) = 1 where P̃ (w) =

∫∞
0

ewtP eq(t)dt
is the moment generating function for P eq(Trep) — see
Materials and Methods and [66]. We can also use similar
means to calculate the modified lineage fitness f(Tr) in
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FIG. 4. Fast replication selects for error-correcting dynamic instability in self-assembly. (a) We consider a cell that
divides when it assembles any structure of linear size L using N molecular species; replication is contingent only on structure
size and not contingent on ordering of components. The molecules have specific interactions (black entries of Jij) that enable
assembly of a (ii) regular lattice. (iii) But misincorporations due to random non-specific interactions (red entries of Jij) can lead
to frustrated partial assemblies that are slow to grow further. (iv) In our model, cells can potentially evolve a non-equilibrium
mechanism that induces frequent irreversible disassembly (dynamic instability [50]). (b) In silico evolution with fitness set by
the time to assemble any structure of length L, independent of component ordering. Jij is held fixed but time in conditions of
dynamic instability per hour λ is allowed to evolve. Despite selection for assembly speed alone and not on order, (ii) dynamic
instability strength λ increases and consequently (iii) structural errors, defined as variation in component ordering in assembled
structures at division, decreases.

the presence of a demon that resets on a timescale Tr, see
Materials and Methods. Setting f(Tr) > f(∞), we find
an approximate condition for when speed of replication
alone will select a resetting demon of timescale Tr if

E(Trep|lost) >
Tr

1− Plost(Tr)
+ E(Trep|not lost) (2)

where E(Trep|lost) =
∫∞
Tr

tP eq(t)dt/Plost(Tr),
Plost(Tr) =

∫∞
Tr

P eq(t)dt and E(Trep|not lost) =
∫ Tr

0
tP eq(t)dt/(1 − Plost(Tr)). Here, “lost” represents

slow trajectories x(t) with long completion times
Trep > Tr. Intuitively, Eq. 2 amounts to two conflicting
requirements on P eq(Trep) that must be satisfied for
some Tr: (i) the average time cost of slow trajectories

E(Trep|lost) must be large; (ii) the probability of taking
these slow trajectories Plost(Tr) must be small.

While resets are often seen as a way to speed up search
[60], the key point in our context is that resetting demons
create non-equilibrium order by also modifying P eq[x(t)]
to Pneq[x(t)]. To see this, note that in the presence of
a demon, the Division state can be reached only by a
small subset of all possible trajectories x(t), namely the
fast ones. Such a reduction in entropy of trajectories is a
form of non-equilibrium order. For example, if different
trajectories x(t) represent N actions being performed in
many different orders, the entropy reduction corresponds
to ensuring that those N actions are carried out in a very
specific temporal order [59]. Crucially, in many other
cases, the trajectories through state space are themselves
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FIG. 5. Fast replication selects for Maxwell demons that reduce the entropy of birth-to-division paths in
high-dimensional state spaces (a) A cell divides when it navigates from a Birth to a Division state along any one of many
trajectories x(t) through cell state space. (ii) If the distribution P eq(Trep) of completion times Trep along these trajectories
satisfies Eq. 2, fast replication selects for a Maxwell demon that randomly and irreversibly resets cells back to Birth on
a timescale Tr. The demon changes the distribution of paths used to reach Division from P eq[x(t)] in (i) to a narrower
distribution Pneq[x(t)] shown in (ii) and thus increases order. (b) (i,ii) Log-normal distributions P eq(Trep) with a sufficiently
large variance σ show increased replication speed when reset at a specific timescale (blue region). (iii) The extra order
∆S = DKL(Pneq[x(t)]||Peq[x(t)]) due to the resetting demon increases with variance σ of replication times. Here we compute
the order achieved with the optimal demon, ∆S∗, see Eq. E6 in Materials and Methods for how the optimal demon is found.
(c) (i) P eq(Trep) with two delta functions corresponding to fast (τf ) and slow paths (τs); slow paths are taken with probability
µ. (ii,iii) Resetting demons are favored for sufficiently large τs/τf and sufficiently small µ. The solid line in (iii) is the boundary
defined by Eq. 2.

not observable unless the system successfully reach the
Division state; only these successful trajectories that are
not reset leave behind an observable fossil record in the
form of a molecular structure, e.g. a completed DNA
transcript or self-assembled structure not dissolved by
dynamic instability. In this context, the reduced entropy
of successful trajectories will be directly reflected in, say,
lower error rates in newly synthesized DNA strands or
higher structural order of macromolecular structures.

The reduction in trajectory entropy ∆S due to reset-
ting [67] can be bounded in many cases of interest by

∆S ≤ − log

∫ Tr

0

P eq(Trep)dTrep (3)

See Materials and Methods for details. As an exam-
ple, see Fig. 5b for results for a log-normal distribution

P eq(Trep); resets of a specific timescale Tr reduce replica-
tion time for sufficiently high variance σ. In this regime,
resets restrict the set of trajectories used to reach the
Division state, creating non-equilibrium order ∆S that
increases with the variance σ; see Fig. 5b-iii.

Real systems can show a distribution of replication
times P eq(Trep) for numerous mechanistic reasons, rang-
ing from kinetic traps in self-assembly, stalling in DNA
replication or other frustrated states along some trajec-
tories x(t) but not others [66, 68, 69]. We studied several
families of replication time distributions P eq(Trep); we
find that some distributions never show order-through-
speed while others do so in specific regimes. See Fig. 5c
and Extended Data Fig. E6.
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PREFERENTIAL EVOLUTION OF DISSIPATIVE
ORDER

Biological systems often have a choice of evolving one
of many order-maintaining mechanisms that differ in
their dissipation cost.

We find that selection for fast replication alone will
preferentially select for order through more dissipative
mechanisms over less dissipative mechanisms when such
a choice is available, even when both mechanisms can
achieve the same order.

For templated replicationn, we compared kinetic proof-
reading to an alternate error correcting mechanism, i.e.,
near-equilibrium polymerization[30, 70]. We find that
the more dissipative mechanism, kinetic proofreading,
shows higher fitness, i.e. replicates faster, when com-
pared at the same error rate µ. We can intuitively un-
derstand this effect by computing ∆µ

∆tnostall
, i.e., the reduc-

tion ∆µ in error rates obtained for a given proofreading-
associated slow down ∆tnostall of copying time in the ab-
sence of stalling. As shown in Extended Data Fig. E7,
this ratio increases with dissipation.

A similar conclusion holds for self-assembly; see Sup-
plementary Information for a comparison of a minimally
dissipative error correction through near-melting point
assembly and dynamic instability.

The above results suggest that the mere fact of ex-
ponential proliferation leads to a selection coefficient sϵ
to dissipate more if the distribution of replication times
is wide enough. We can estimate sϵ by adding a dissi-
pation cost F → F − λϵ to the fitness and finding the
critical λc that prevents the spontaneous evolution of
non-equilibrium order; see Extended Data Fig. E8 for
examples.

DISCUSSION

A basic question in the transition from matter to life
[9] is to understand the conditions that drive matter to
non-equilibrium states with higher structural order [71].

Our work outlines one minimal scenario: self-
replication can intrinsically amplify dissipative mecha-
nisms that enhance order if the distribution of replica-
tion times has large enough variance. Once such or-
der emerges, it can be functionalized — e.g. accurately
copied RNA can begin to code for functional ribozymes,
thus adding further selection pressure to maintain that
order [24, 72], as in the conventional picture. Conse-
quently, the route to error-correcting ribozymes [24] in
the origin-of-life context might be easier than expected,
building on prior stalling-fidelity work [40, 42]. More
broadly, our work adds to a line of work on the origin of
complexity through ratchets that does not postulate any
direct adaptive benefits of complexity [16, 73–76].

Our work has implications for speed and accuracy of
enzymes of the central dogma [77] such as the ribosome
and DNA and RNA polymerases, to the extent they stall

upon misincorporations [39, 78, 79] and informs efforts
to engineer enzymes of higher specificity without loss of
speed [80, 81]. Our results can explain mutation rates too
low to be accounted for by mutational load alone [82].

In self-assembly, our results suggest that disassembly
pathways can provide time-efficient error correction when
combined with misincorporation-induced pauses seen in
natural systems such ribosomal assembly checkpoints [83]
and synthetic systems [45, 55, 84]. Our results suggest, in
a twist, that classic annealing protocols [85] for reducing
defects in crystal growth can also increase net growth
rate under some conditions.

Finally, resets have been shown to be a broadly rel-
evant strategy for speeding up search in a broad range
of contexts [40, 60, 62, 63, 65, 86]. Our work points out
that in addition to saving time, reset mechanisms effec-
tively reduce the entropy of paths used to reach a desti-
nation state. Such ‘canalization’ into a few paths can be
seen as a non-equilibrium version of Waddington’s home-
orhesis [87]. The reduction in trajectory entropy can
show up as higher observable order in, e.g. assembled
structures or copied polymers. As a consequence, com-
plex systems can achieve stereotyped reproducible behav-
iors, despite living in high-dimensional disordered state
spaces, through simple non-equilibrium mechanisms that
also provide speed benefits.
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Materials and Methods

Kinetic proofreading and stalling

Models of proofreading

Following prior work, we model enzyme-substrate
transformations relevant for kinetic proofreading using
a Markov chain. See Extended Fig. E1. The initial state
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E (i = 0) corresponds to the enzyme without any ligand
loaded; the final state EX (i = N − 1) — with X ei-
ther the right or wrong nucleotide loaded — corresponds
to steps in the polymerization process, e.g. the cataly-
sis of the phosphodiester bond between the current nu-
cleotide and the previous one. From state i = N − 1, the
enzyme irreversibly enters the product formation state,
PX , where the enzyme E is released, and product X is
formed after having undergone the proofreading process
at previous steps. We assume that product formation is
characterized by a slow rate compared to other rates in
the network.

The probability of being in state i, pi, as function of
time obeys the Master equation with N states

dpi
dt

= −
∑

j ̸=i

kjipi +
∑

j ̸=i

kijpj (E1)

where kij is the rate of transition from j → i and∑N−1
i=0 pi = 1. Consistent with prior work, we model

the kinetics of R and W as differing only in their binding
energies, with EW being lower than the ones for ER by a
factor of ∆. This translates into higher off-rates for some
W reactions than the corresponding rates for R reactions
by a factor e∆.

After processing a nucleotide at site s along the chain,
the polymerase proceeds irreversibly to the next site s+
1. The processing of a new ligand at that site is again
modeled by a Master equation of the type above. In the
limit of slow product formation from the complexes EX
(state i = N−1) the error rate, i.e. number of mutations
in the growing strand, is approximated by the ratio of
steady-state probabilities of Eq. E1, µ ≈ pW

N−1/p
W
0

pR
N−1/p

R
0
.

The average time to copy one base — in the absence
of stalling, see below — is determined by computing the
mean first passage time tnostall from the unbound state
E (i = 0) to the absorbing state defined by the product
state PR (i = N). This is computed explicitly to define
tnostall in the in-silico evolution, Fig. 2b. In the limit
of slow product formation, the first passage time is ap-
proximated by the inverse of the flux to the same state
PR, tnostall ∝ 1/pRN−1, i.e. from state ER. We use this
approximation when computing the times in Fig. 2a.

The rate of entropy production ϵ is computed as de-
fined in [88].

See Supplementary Text for explicit equations.

Model of stalling

Experiments [33–39] show that each error slows down
the addition of the next base by a factor of 101 − 106,
depending on the system and the type of mismatch. We
capture this effect in our proofreading model by intro-
ducing, upon addition of a mismatch, a time delay be-
fore proceeding to the next base — see Supplementary
Text for a discussion of alternative models of stalling and

proofreading. We represent this time delay as an extra
state in the Markov system Eq. E1 after the addition of
a mismatch, with characteristic holding time τstall; see
Extended Fig. E1.

With stalling, the average time to copy a strand of
length L is

⟨T ⟩ ≡
L∑

m=0

P (m)T (m) ≈ Ltnostall(µ) + Lµτstall, (E2)

where the approximation holds for low error rates µ,
P (m) =

(
L
m

)
µm(1 − µ)L−m is the probability that m

errors occur in the strand, and T (m) is the time to form
a product with m errors, see Supplementary Text for de-
tails.

In silico evolution

We consider a fully connected Markov network with N
possible states described by a Master equation as Eq. E1
above. The kinetic rates depend on the energy of state i,
Vi, and the energy barrier between state i and j, Bij , thus
the model is defined by parameterizing the energy land-
scape kji = eVi−Bji−ϕij , kij = eVj−Bij with Bij = Bji.
While the network is initialized at equilibrium ϕ = 0, i.e.
preserving detailed balance, the parameters {V,B, ϕ} are
allowed to change according to a Metropolis rule optimiz-
ing a specified fitness function (defined below) and can
thus evolve to go out of equilibrium. The fitness function
is chosen to be the speed of replicating a strand of length
L, i.e. Eq. 1.

For the results in Fig. 2b, we run the in silico evolution
for N = 7 for typically 104 Monte Carlo steps with an
evolution temperature Te = 10−2, discrimination factor
∆ = 4 and stalling time τstall = 103. Ten replicates are
run. See Supplementary Text for more details.

Speed-accuracy data for hundreds of DNA
polymerases

The wild-type DNA polymerase (TP-DNAP1) in Fig.
3 is a homolog of the DNA polymerase of ϕ29 and repli-
cates a linear, multi-copy DNA plasmid (pGKL1 p1 for
brevity) in the cytosol of yeast, orthogonal to the nu-
clear replication machinery. p1 is originally part of the
killer toxin-antitoxin system of Kluyveromyces lactis; in
its native context, the DNA polymerase is encoded on
the plasmid itself.

The OrthoRep platform [47] modifies this system by
(i) moving TP-DNAP1 (or mutant variants thereof) to a
CEN/ARS plasmid localized in the nucleus, and (ii) in-
troducing a recombinant p1 with an auxotrophic marker
on it, among other genes. The replication of recombi-
nant p1 is therefore dependent on the activity of the
CEN/ARS-encoded DNA polymerase; however, we cau-
tion the reader that some of the data in [47] may also in-
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clude a contribution from the wildtype DNA polymerase
encoded on unmodified p1.

We take the copy number of the p1 plasmid to be a
proxy for the overall activity of the DNA polymerase.
The assay to measure plasmid copy number in [47] in-
volves a calibration curve relating qPCR measurements
to fluorescence levels of a marker encoded in the plas-
mid. The error rate of the polymerase is measured with
a Luria-Delbrück assay as the rate of reversion of a stop
codon in an auxotrophic marker gene (leu2) encoded on
the p1 plasmid [47].

All-in-all, p1 replication activity and substitution mu-
tation rate have been measured for 213 unique mutant
DNA polymerases, as reported in Table S2 from [47].
We plotted and repurposed this data to investigate the
relationship between speed and accuracy in Fig. 3. See
Extended Fig. E2 and Supplementary Information for
more details.

Self-assembly

Tile sets and errors

The self-assembly system is defined by the tile set. Fig.
4 shows a simplified tile set, for the simulations we con-
sider 12 tiles organizing in two columns 1− 6 and 7− 12,
which then repeat until a given size is reached. Non-
specific interactions allow it to form erroneous rows as
disordered rows of tiles 1−6. One such configuration can
grow further only if monomers attach by single bonds,
i.e. tiles are partially-connected. Such a growth process
is slow and effectively represents stalling.

Kinetic simulations

We use a kinetic Monte Carlo simulation, the kinetic
Tile Assembly Model (kTAM), in which monomers are
modeled as fixed orientation square tiles with four dis-
tinct edges. Tiles attach to empty locations on a square
lattice at a rate ron = kfe

−Gmc = kfc, where c is the tile
monomer concentration, and Gmc ≡ − log(c/u0). Each
attached tile detaches at a rate roff = kfe

−bGse , where Gse
is the unitless, sign-reversed free energy of a strength-
one interaction, and b is the total interaction strength
between the tile and adjacent tiles in the assembly. See
Extended Fig. E4.

We perform simulations using the Gillespie algorithm,
as implemented for the kTAM in rgrow [89? ]. We as-
sume constant free monomer concentrations, equivalent
to the assumption of either small assembly concentrations
or a chemostat.

Simulations are run with a stopping condition of a tar-
get size of 480 tiles, i.e., 80 rows (or reaching a 108 s
time cut-off). Assembly rate is then defined as the mean
of the inverse of the time for simulations to reach the
target size, divided by the target size, resulting in a rate

in tiles per second. Error rate is calculated considering
an error as two tiles in adjacent locations with no bond
between them, counting these instances in the first 74
rows of each assembly (to avoid temporary disorder at a
growth front), and calculating an error rate per row.

Dynamic instability

We model an error correcting mechanism through a
dynamic instability by turning down Gse, i.e., increasing
temperature, on a precise, periodic schedule: for each
period of time tcycle = 3600s, Gse is set to 8.4, low enough
to melt the growth front of structures, for a time tmelt,
then is set to 9.5, sufficient for structures to grow, for
the the remaining cycle time. The strength of dynamic
instability is defined by λ = tmelt. Evolution of λ was
performed by a hill-climbing algorithm, starting from λ =
0, and accepting changes to λ if the assembly rate, on 768
simulations, increased. See Extended Fig. E5.

Navigating high-dimensional spaces

We study an abstract model of replication in which a
cell starts at a Birth state and must reach a final Division
state before dividing. These states are connected by a
large number of distinct trajectories through the high-
dimensional state space of a cell.

A population of such cells eventually grows exponen-
tially with growth-rate f . Denoting by P (t) the distri-
bution of replication times (i.e. the time taken to transit
from Birth to Division), f is given by the solution of the
Euler-Lotka-Powell equation,

∫ ∞

0

dt e−f tP (t) =
1

2
, (E3)

see, e.g. [66] for a derivation and generalisation. The
integral on the left hand side is compactly written as
P̃ (−f), where P̃ denotes the moment-generating function
of P : P̃ (x) ≡

∫
dt extP (t).

When do resets reduce the time to replicate?

We now consider a demon that ‘resets’ the cell back
to the Birth state if it has not divided after time Tr. In
the absence of the demon, let use denote the distribution
of replication times by P eq(t). The action of the demon
modifies the distribution of replication times to Pneq(t).
In the Supplementary Information, we derive its moment
generating function, finding

P̃neq(w) =
aw

1− (1− a)ewTr
, (E4)

where aw(Tr) =
∫ Tr

0
ewtP eq(t)dt. Notice that a has the

natural interpretation as the probability that the cell
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reaches the Division state without being reset; in the
main text, we refer to 1− a as plost. For brevity, we will
suppress the dependence of aw and plost on Tr.

Combining Eq. E4 with Eq. E3, the growth rate f of
the population in the presence of resets satisfies

2

∫ Tr

0

dt e−ftP eq(t) = 1− (1− a)e−fTr . (E5)

We seek the optimal reset time that maximises the
growth rate by differentiating Eq. E5 w.r.t. Tr. This
gives a relationship between the optimal reset time, T ∗

r ,
and the maximum growth rate f∗,

f∗ =
P eq(T ∗

r )

plost(T ∗
r )

. (E6)

Operationally, we numerically solve Eqs. E5 and E6 si-
multaneously to obtain f∗ and T ∗

r for specified distribu-
tions P eq(t); see the section on Example distributions for
details.

To gain qualitative insight into when resets are
favoured by natural selection, we compute the mean time
to replicate, τrep, in the presence of resetting. Differenti-
ating Eq. E4 w.r.t w and setting w to 0, we obtain

τrep =
1

1− plost

(∫ Tr

0

dt tP eq(t) + plost Tr

)
(E7)

where we remind the reader that plost depends on Tr.
A demon that resets at time Tr is beneficial only if it

decreases the average time to replicate; i.e. τrep(Tr) <
τrep(Tr = ∞). This leads to Eq. 2 — details are reported
in the Supplementary Information.

Resets increase order, reduce entropy

We define a path as the sequence of states, x ∈
{ABDEFG,ACY TGS, . . . }, taken by the cell from
Birth to Division. This is a stochastic quantity, and
we denote by P eq(x) (Pneq(x)) its distribution without
(with) resets. Note that, in the presence of resets, the
path does not include the ‘futile cycling’ that occurs be-
tween resets – only the final, successful path taken to
Division.

To quantify the reduction in entropy of paths, we take
the Kullback-Leibler (KL) divergence between P eq(x)
and Pneq(x)

∆S ≡ DKL (P
neq(x)||P eq(x)) . (E8)

To bound ∆S, consider the joint distributions of paths x
and replication times t in the absence of resets: P eq(x, t).
In the presence of the resetting demon, no pair (x, t)
with t > Tr is possible; consequently, we can write the
joint distribution in the presence of resets as Pneq(x, t) ∝
P eq(x, t) [1−Θ(t− Tr)].

Normalising, and then integrating out t, we obtain an
explicit expression for Pneq(x, t) that we use in Eq. E8
to obtain

∆S = − log q0(Tr)

+
∑

x

Pneq(x) ln

∫ Tr

0

dt P eq(t|x). (E9)

As the second term is either negative or zero, we obtain
the advertised bound Eq. 3; see Supplementary Informa-
tion for details.

Example distributions

The fold change replication speed reported in Fig. 5b-
c is defined as f(Tr)/feq, where feq is the growth-rate
without the resetting demon (Eq. E3). f(Tr) is com-
puted numerically from Eq. E5, with P eq(t) taken to be
a log-normal distribution (Fig. 5b), or a ‘double-delta’
distribuition, P eq(t) = (1− µ)δ(t− τf ) + µδ(t− τs) with
τf and τs a fast and slow time-scale, respectively (Fig.
5c).

The order with optimal demon is computed numeri-
cally by using Eq. 3 with Tr = T ∗

r , the optimal reset
time computed by simultaneously solving Eqs. E5 and
E6.

The relative fold-change in replication speed is defined
as f(Tr)/feq−1 and computed as described above. Eq. 2
reduces to τs

τf
> 1+ 1

1−µ for the double delta and approx-
imates the boundary between resets being beneficial or
useless to fitness. It is computed numerically and shown
in Fig. 5(c)iii: it qualitatively matches the boundary
region of the relative fold-change in replication speed.

Results for other distributions are shown and discussed
in the Supplementary Information and in Extended Fig.
E6.

Dissipation

Spontaneous pressure to dissipate

A given change in error rate δµ results in a change in
fitness

∆F

∆µ
= − 1

Trep2

(
L
∆tnostall(µ)

∆µ
(ϕ) + Lτstall

)
(E10)

As seen in Extended Fig. E7c, the slope ∆tnostall(µ)
∆µ (ϕ)

is negative and increases as the non-equilibrium drive ϕ in
the proofreading network is increased. Hence, the fitness
increase, ∆F , due to a given reduction, ∆µ, is higher if
that reduction was achieved by a more dissipative proof-
reading mechanism, rather than less dissipative mech-
anism. Intuitively, dissipative mechanisms achieve the
same reduction ∆µ using a smaller increase in the time
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cost ∆tnostall(µ) error correction. These results suggest
that fast self-replication can produce a spontaneous se-
lection pressure sϵ on living organisms to dissipate more
energy rather than less.

Fitness cost of dissipation

We can quantify this spontaneous selection pressure
to dissipate by introducing a fitness penalty for dissipa-
tion as shown in Extended Fig. E8. We assume that
the fitness function includes a cost proportional to the
dissipation rate ϵ, F (q) = 1/Trep − qϵ . We carried out
in silico evolution of proofreading networks as earlier,
but with this modified fitness function for a network of
size N = 3. The crossover value qc can be estimated by
screening across different values of q, monitoring changes
in error rate and entropy dissipation rate, which give two
independently measured estimates of qc reported in panel
(iii) of Extended Fig. E8. Note that dF (q)

dϵ =
dTrep−1

dϵ − q;

at qc,
dF (q)
dϵ = 0, which gives qc ∼ dTrep−1

dϵ , hence qc is a
measure of the spontaneous pressure to dissipate

Comparing reversible and irreversible models of proofreading

We compare two distinct models of error correction
in both templated replication and self-assembly: an irre-
versible model, introducing new correcting pathways that
are not simply the microscopic reversible of polymeriza-
tion (or assembly) pathways and a reversible one, where
errors are removed by the microscopic reversal of the
polymerization (or assembly) pathway itself. We com-
pare these two models at a value of error rate that is
achievable by both of them. The speed to replicate used
in Extended Fig. E7(a.iii) is computed as in Eq. 1 with
τstall = 5 and is compared between the equilibrium net-
work (N = 2) and three values of the driving force ϕ in
the loop network (N = 6), ϕ = 15, 17 and ϕ = 19, at the
same error rate µ = 0.02. Extended Fig. E7(a.iii) shows
that the irreversible error correction mechanism, i.e. ki-
netic proofreading models with loops, replicate templates
faster — and would thus be evolutionarily prefered —
than reversible mechanisms that achieve the same error
rate. Note that this effect cannot be explained by the
usual picture of dissipation being needed to reduce error
rates, i.e. because of the second law, since both networks
are being compared when they achieve the same error
rate. See the Supplementary Information for further dis-
cussion and details.
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FIG. E1. Extending simple proofreading models with the stalling effect. (a) (i) A kinetic network model of proofreading
at the single base level; E is the enzyme (e.g., DNA polymerase loaded with a DNA template), PR, PW represent product formation with
the right (R) and wrong ligands (e.g. nucleotides) respectively. (ii) Any single base model can be chained together as shown to get a
model of polymers as shown; each path corresponds to one particular outcome of replication, e.g. all right nucleotide incorporated in
ERRR · · ·R. (iii) We introduce stalling in the polymer model shown in (ii) by adding an additional state s with holding time τstall if the
prior incorporated base in the tree is wrong (‘W’). (b) Specific examples of the single base kinetic proofreading model used to produce the
curves of Fig. 2a in the main paper. A driving force ϕ is coupled to the reactions γ to control the contribution to the chemical potential of
the non-equilibrium discriminatory reactions. For simplicity, the network is shown for N = 3, representing the typical kinetic proofreading
network [10, 11]. (c) With stalling, a counterintuitive tradeoff is seen for mutation rates µ > µc. The crossover error rate µc is shown as
function of the driving force ϕ (i) and the number of nodes N with a value of stalling time τstall = 5× 103. (iii) The time to replicate Eq.
1 is shown as function of error rate for increasing values of the stalling time τstall for a network of size N = 6 and driving force ϕ = 50;
the size of the counterintuitive tradeoff region µ > µc increases with τstall. See Supplementary Information for more details of the model.

TABLE E1. A minimal scenario for the origin of non-equilibrium order.
Model Key ingredient Non-eq. mechanism Potential relevance

Replication (Fig. 2) Stalling Kinetic proofreading DNA replication; transcription; translation;
ribozymes at the origin of life

Self-assembly (Fig. 4) Geometric frustration Dynamic instability Viral capsids; microtubules;
chaperoned protein folding;

ribosomal assembly
High-dim. trajectories (Fig. 5) Wide replication times Random reset Cellular replication; cell cycle coordination;

check points
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FIG. E2. The largest dataset to date on speed and accuracy of DNA polymerase variants is provided by the
OrthoRep platform. (a) Sketch of the OrthoRep system [47, 48, 90] in S. cerevisiae, where a cytosolic, multicopy, linear DNA plasmid
(pGKL1, p1 for brevity) of viral origin is shown. Plasmid p1 can only be copied by a dedicated DNA polymerase (pGKL1 DNAp, in blue)
and not by the host yeast machinery in the nucleus. The orthogonality of the replication system of p1 and the yeast genome allows for
measurement of activity and accuracy of the pGKL1 polymerase, independent of yeast DNA replication machinery. Activity is measured
by determining the copy number of p1 at steady state. Accuracy is measured through a Luria-Delbrück fluctuation assay, based on the
reversion of a stop codon in Leu2 gene placed on p1 in a Leu-auxotroph strain. (b) (i) Data plotted from Table S2 of [47] with all the
DNA polymerases for which p1 copy number and mutation rates have been characterized. Mutations in different domains is shown using
color and shape reported in the legend. (ii) Subdivision of the same data as (i), but according to different libraries constructed in [47]:
based on mutations in known homologs such as ϕ29, scanning saturation mutagenesis, shuffling, with the definition of the different rounds
used for the discovery of highly-error-prone DNA polymerase variants with acceptable activity.
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FIG. E3. Limited data can lead to misleading trade-offs. A potential hazard in inferring trade-offs from a limited set of
perturbations or variants. The sketch shows a scatter plot of two traits over all variants (blue) in a mutational neighborhood of a wild-type
(WT) molecule or organism. Together, these variants show a Pareto front, defining a trade-off between the two traits. Generically, the
density of variants is expected to be lower in the vicinity of the Pareto front (since each trait is at its maximum with the other trait held
fixed). If the wild-type (WT) is near the Pareto front, red points show the perturbation of the WT by two typical mutations, given the
distribution of variants in the mutational neighborhood. Red arrows suggest an incorrect trade-off converse to the real trade-off defined
by the Pareto front. On the other hand, making all (or many) possible mutations (blue points) will reveal rare perturbations that move
the WT along the Pareto front and thus reveal the true trade-off.
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FIG. E4. Kinetic model of self-assembly and dynamic instability (a) We use a kinetic Monte Carlo simulation of self-
assembly, the kinetic Tile Assembly Model (kTAM) [91, 92], in which tiles attach to locations based on the tile concentration [c] (or
equivalently, free energy Gmc), and detach based on the total strength of interactions b times a (sign-reversed) free energy Gse (in units
of kBR). (b) A ribbon tile system with non-specific interactions exhibiting stalling and errors. Specific interactions (black) result in
fully-connected alternating rows of tiles 1–6 and 7–12. But non-specific interactions (red) allow a disordered row of tiles 1–6, from which
growth cannot continue without incorporating partially-connected tiles. (c) Example pathways for ordered (top) and disordered (bottom)
growth. Both initially grow by primarily favorable, forward-biased steps (green background), but while the ordered pathway can continue
favorably, several strongly reverse-biased steps are required for the disordered pathway to continue. (d) We model dynamic instability as
periodic pulses of high temperature (equivalently, lower bond strength Gse). The temperature cycles between a high temperature Gmelt

se
at which the ribbon the melts and a low temperature Ggrow

se at which the ribbon can grow, as shown. (Gcrit
se separates these melting

and growth regimes.) The strength of dynamic instability λ is set by the amount of time tmelt at high temperature relative to the cycle
period tcycle. (e) Size of five simulated assemblies over time, with tcycle = 3600 s, Gmc = 16, Ggrow

se = 9.5, Gmelt
se = 8.4 for three different

tmelt = 10s, 200s, 1000s. With a short tmelt, ribbon growth stalls through disordered interactions. With a longer tmelt, melting cycles
detach the growth front, allowing stalled ribbons to grow when bonds become stronger. With yet longer tmelt, the too much of the ribbon
melts each cycle, and thus ribbons do not grow.
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FIG. E5. Tile sets with too large or too small a stalling barrier do not evolve non-equilibrium order due to a
need for speed. (a) We consider three distinct self-assembling systems that differ in the size of the energy barrier to growth past
disorder. All three systems have same set of specific interactions between 12 tiles, and grow as in Fig. E4, but the three systems differ
in their non-specific interactions: four bonds, with three adjacent, in the small barrier system, four bonds spread across the row for the
medium barrier system, and two bonds in the large barrier system. (b) The different non-specific interactions result in different free
energy barriers to disordered growth. (c) (i) Structures and bonds for continued growth after a disordered row in each system. (ii), as
dynamic instability increases (i.e., melting time tmelt), the small and medium barriers have less disordered growth, and the medium and
large barriers have significantly faster growth. (iii), both the medium and large barriers can have melting time tmelt evolved to optimize
speed, but only in the medium barrier system does this also decrease disordered growth.
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FIG. E6. Resets are beneficial only for wide distributions of replication times.(i) The residual y = (LHS− RHS) of
the inequality in Eq. 2 is plotted as function of reset time Tr and for different values of variance — see colorbar: when y > 0, resets are
beneficial, i.e. increase replication speed. We find that y > 0 for some choices of Tr for the Log-normal and Fréchet distribution. (ii) The
fold-change in replication speed (Eq. E5) is shown for different choices of variance parameters and for different probability distributions
of replication times: Normal, Weibull, Log-normal, Fréchet and Gumbel. The order ∆S∗ with the optimal demon is computed as in Eq. 3
imposing Eq. E6, which sets the constraint for an optimal demon (f∗, T ∗

r ). See the Materials and Methods and Supplementary Information
for the calculation of how order ∆S is defined from the distribution of times, leading to Eq. 3, which shows that the order of trajectories
is bound by the order of times. In the case where resets provide a fitness benefit, for Log-normal and Fréchet, the optimal reset time is
shown in the plots (grey, right y-axis). We fix the mean of all distributions to unity, but for the plots with the Fréchet distribution in (ii),
see the Supplementary Information for more details.
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FIG. E7. Fast replication preferentially selects for more dissipative order-maintaining mechanisms. (a) We compare
polymerases (i) that remove errors by microscopically reversing polymerization pathways and (ii) with exonuclease-based error-correction,
i.e. use alternative irreversible pathways. Reversible error correction is achieved in silico with a network of size N = 2 (linear), while for
irreversible error correction we choose a network of N = 6 (with loops). We fix the stalling time to be τstall = 5. Upon selecting for speed,
both networks evolve towards lower error rate. However, when compared at the same error rate µ = 0.02, more dissipative mechanisms
have higher replication speed. (b) We compare reversible and irreversible error correction in self-assembly: (i) through near-equilibrium
self-assembly that exploits the microscopic reversal of assembly pathways, and (ii) through dynamic instability that uses distinct irreversible
disassembly pathways. Both mechanisms reduce defects while speeding up assembly; but the assembly speed of dynamic instability-based
dissipative mechanisms is higher when compared at the same defect rate µ = 0.01. See the Supplementary Information for more details.
(c) The preference for dissipative error correction in proofreading can be understood from how dtnostall/dµ depends on the driving force,
ϕ. (i) Plots of the time to replicate with no stalling tnostall as a function of error rate µ shown for an N = 6 proofreading network driven
out of equilibrium to two different extents ϕ. Both curves show that reducing error by an amount ∆µ costs time ∆tnostall, but the time
cost is lower for highly driven ϕ networks. (ii) The derivative dtnostall/dµ (see Eq. E10) is plotted as a function of the driving force ϕ
for the same network of size N = 6. Thus more dissipative mechanisms achieve the same error correction at a smaller cost in time. See
Supplementary Information for more details.
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FIG. E8. In silico evolution with fitness penalty for dissipation To study the effect of a fitness penalty for dissipation we
introduce a cost proportional to dissipation, qϵ, in the fitness function, Eq. 1, introducing a pressure between time minimization and
dissipation. The in-silico evolution is performed for a proofreading network of size N = 3 and τstall = 103 as in Fig. 2, but with the new
fitness function including the fitness cost qϵ, in addition to minimizing time. The effect of such a fitness cost of dissipation is explored
for (i) error rate µ, (ii) entropy dissipation rate ϵ, which are shown as function of the evolutionary time. Beyond some critical cost of
dissipation qc, in silico evolution no longer evolves proofreading mechanisms, i.e. low µ or high ϵ. (iii) The crossover cost qc is identified
numerically as the value of q for which error rate no longer decreases or at which dissipation no longer increases. We measure qc as
function of the stalling time, τstall, and show that it increases with stalling time; the dashed line is qc ∼ τ2stall. This crossover cost qc
can be interpreted as the spontaneous fitness pressure to dissipate due to fast self-replication. See Supplementary Information for further
discussion and details.
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Chapter 1

Kinetic proofreading in templated
replication

This section details theoretical work and experimental support on the speed-accuracy relationship in kinetic proof-
reading.

In Sec. 1.1, we detail the simplest model of proofreading and stalling that predicts a counterintuitive “faster is
more accurate” trade-off. We also detail our in silico evolution work using random networks with this family of
models.

In Sec. 1.2, we review experimental work on stalling effects in diverse molecular systems and alternative models
that combine proofreading and stalling.

In Sec. 1.3, we discuss our analysis of experimental data on speed and accuracy from the largest mutagenesis
library [1] of a DNA polymerases studied to date.

In Sec. 1.4, we detail prior experimental and theoretical work on speed-accuracy trade-offs, and place our results
in the context of these studies.

1.1 A simple model of proofreading with stalling
Kinetic proofreading, a model of discrimination in enzymatic reactions was introduced in [2, 3]. While these models
are celebrated for introducing a key idea — error-correction through non-equilibrium discard pathways — that has
been confirmed in numerous systems, these models ignore several other molecular details [4] that are important in
reality, such as on-rate-based discrimination, induced fit and nucleotide selectivity [5–8]. However, as we show here,
the widely studied simplest models [2, 3, 9–19], when combined with stalling, are sufficient to explain the empirical
counterintuitive trade-off shown in Fig 3.

In this section, we focus on this simple model used in Fig 2; later, we discuss key alternatives to our model and
the relationship of results here to prior work in Sections 1.2 and 1.4.

We emphasize that it is easy to construct proofreading models, including stalling effects, that predict the
intuitive speed-accuracy relationship; such work has been carried out many times [2, 3, 6–20]. Our goal here is
to demonstrate that alternative simple models can also predict the counterintuitive speed-accuracy relationship
observed empirically when hundreds of variants are compared in experiments (Fig 3).

1.1.1 Proofreading model at the single base level

Following prior work [2, 3, 9–19], we model enzyme-substrate transformations relevant for kinetic proofreading
using a Markov chain. The probability of being in state i, pi, as function of time obeys the Master equation with
N states

dpi
dt

= −
∑

j ̸=i

kjipi +
∑

j ̸=i

kijpj (1.1)

where kij is the rate of transition from j → i and
∑

i pi = 1. It is convenient to write this equation in matrix form,
∂tpi =

∑
j Kijpj with Kij = kij if i ̸= j, Kij = −∑l ̸=i kli if i = j. The steady state pi is then in the null-space of

K, i.e., ∂tpi =
∑

j Kijpj = 0.

5
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Figure S1.1: Extending simple proofreading models with the stalling effect. (a) A general network
constituting the model of kinetic discrimination at single base level is shown in (i). The extension for a polymer
is shown in (ii) where each path corresponds to one particular outcome of replication, e.g. all right nucleotide
incorporated in ERRR · · ·R. Stalling is introduced in (iii) by adding an additional state s with holding time τstall.
(b) A particular instance of the single base kinetic proofreading model is defined in (i), which is used to produce
the curves of Fig. 2a in the main paper. A driving force ϕ is coupled to the reactions γ to control the contribution
to the chemical potential of the non-equilibrium discriminatory reactions defining proofreading. For simplicity, the
network is shown for N = 3, representing the typical kinetic proofreading network [2, 3].

Consistent with prior work, we model proofreading by considering a “doubled network” as shown in Fig. S1.1a(i);
here, the left branch models reactions of the enzyme E with the wrong substrate W , while the right branch models
reactions with the right substrate R. Following Hopfield and Ninio’s definition [2, 3], the kinetics of R and W differ
in the binding energies of EW being lower than the ones for ER by a factor of ∆. This difference translates into
higher off-rates for some W reactions than the corresponding rates for R reactions by a factor e∆, as pictured in
Fig. S1.1a(i). These discriminatory reactions are chosen such that each independent pathway from E to wrong
product formation carries one e∆ factor in its off-rate: if n independent loops are present in the network, there will
be n+1 independent pathways bringing the discriminatory factor e∆. This prescription sets the minimal achievable
error rate, as discussed below.

Error or mutation rate rate (per base)

The error rate is defined as the ratio between the rate of wrong product formation r(PW ) and the rate of correct
product formation r(PR)

µ =
r(PW )

r(PR)
(1.2)
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In the limit of slow product formation, we can take this to be the ratio of steady-state probabilities. Let pi be the
i-th component of the null-space eigenvector of KR or KW where R,W indicate the kinetics for the incorporation
of the wrong (W ) or right (R) base. The error is the ratio of wrong product formation r(PW ) to right production
formation r(PR) and in the case of slow formation rate f from ER or EW reads [2]

µ ≈ fpWN−1/p
W
0

fpRN−1/p
R
0

=
pWN−1/p

W
0

pRN−1/p
R
0

(1.3)

where f is the rate from ER or EW to PR or PW , 0 is the initial state of the network of size N and N − 1 is the
final state. Note that pR0 and pW0 differ, given the different kinetic rates for R and W . Indeed, pW depends on ∆,
while pR does not — see Sec. 1.1.3 for the prescription used.

Time for forming product

In this work, we consider multiple definitions of time to form a product. Definition 1 is used in the in-silico evolution
(Fig. 2b, main text), while Definition 2 is an approximation of Definition 1 and is used in the model of kinetic
proofreading (Fig. 2a, main text).

1. Definition 1: Mean first passage time. The time to add a base is the mean first passage time of trajectories
from state E (initial state, i = 0) in Fig. S1.1a(i) to state PX with X ∈ {R,W} (final state, i = N)

tnostall ≡ τE→PX
= τMFPT = −

∑

i ̸=N

[K̃+⃗̃p0]i (1.4)

where K̃+ is the Morse-Penrose inverse of K̃, a modified Markov chain K̃ where n is an absorbing state:
K̃ij = Kij for j ̸= n and K̃in = 0 for all i. The derivation is discussed below.

Following [21, 22], we determine the mean first passage distribution to state n as follows τE→n ≡
∫∞
0

dt t FE→n(t)
where FE→n(t) is the first passage time (FPT) distribution from state E to n. We consider a modified
Markov chain K̃ where n is an absorbing state: K̃ij = Kij for j ̸= n and K̃in = 0 for all i. In our
specific case, we choose the product formation state PX to be the absorbing state. Markov chains K̃ and
K have the same first passage distribution FE→n(t). We can compute the latter by the rate of proba-
bility accumulation in state n, assuming that at long times state n will be occupied with probability 1:
FE→n(t) =

∂p̃n

∂t = ∂
∂t (1 −

∑
i ̸=n p̃i) where ∂tp̃ = K̃p̃ and initial condition p̃(t = 0) = (1, 0, 0, . . .) ≡ p̃0. The

mean FPT is τE→n ≡
∫∞
0

dt t FE→n(t) = −∑i ̸=n

∫∞
0

dt t ∂p̃i

∂t . We expand the solution ⃗̃p in the eigenvalues λ

and singular vectors v̂λ, ûλ of the rate matrix K̃, ⃗̃p(t) =
(
v̂λa

∑
a e

λat ût
λa

)
⃗̃p0. Inserting this expansion into

the integral for τE→n, we get
∫ ∞

0

dt t
∂⃗̃p

∂t
= −

∑

λa

λa

(
v̂λa û

t
λa

)
⃗̃p0

∫ ∞

0

dt t eλat

= −
∑

λa ̸=0

1

λa

(
v̂λa

ût
λa

)
⃗̃p0 = −K̃+⃗̃p0 ,

where K̃+ is the Morse-Penrose inverse of K̃. Hence, the mean first passage time to the final state PX

(n = N), τE→PX
, is given by

tnostall = τE→PX
= τMFPT = −

∑

i̸=N

[K̃+⃗̃p0]i . (1.5)

2. Definition 2. In the limit of slow product formation from EX to PX , we can approximate the equation above
by just the final state occupancy at steady-state, tnostall ≈ 1/pRN−1. When catalysis is slow, the inverse of the
first passage time to the product state (R or W ) is equal to the flux to the same state [23].

These definitions consider solely the rate of forming the right product. Some prior work includes instead the
time to make the wrong product in the calculation of total time to form a product. These two times are numerically
similar for any reasonable mutation rate, including the relatively high mutation rates considered in this paper. Our
results would remain essentially unchanged if we were to include the time for the wrong product in our definition
of tnostall.
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Rate of entropy production

The rate of entropy production is computed as defined in [24]

σ =
1

2

∑

i,j

(kijpj − kjipi) log
kijpj
kjipi

, (1.6)

with kij the rate constants as defined above, and p the steady-state vector.

1.1.2 Extending proofreading models to include stalling

We extend the proofreading model introduced above for an entire polymer. This extension is necessary to introduce
the experimentally observed effect of stalling upon mismatch incorporation in the current proofreading model.

We emphasize again that it is easy to construct alternative proofreading models including stalling effects that
predict the intuitive speed-accuracy relationship; such theoretical work has been carried out many times [2, 3,
7, 9–20, 25]. Our goal here is to demonstrate that simple models can also predict the counterintuitive speed-
accuracy relationship observed empirically when hundreds of variants are compared in experiments (Fig 3). See
Sec. 1.2 for details experimental evidence for stalling and alternative more complex models of combining stalling
and proofreading; here, we focus on the simplest model that predicts the counterintuitive “faster is more accurate”
result seen empirically in Fig 3.

DNA polymerases are known to stall after incorporating a mismatch [26–31]. We model this effect as a slowing
down of the catalysis at the next base: the incorporation of a mismatch affects only the catalysis of the following
nucleotide. This one-step memory effect can be modeled in multiple ways, either as a slow-down of the rates of
the reaction following the mismatch, or as adding an extra time contribution for each mismatch incorporated. We
implement the latter in our model. As depicted in Fig. S1.1a(iii), incorporation of a wrong base causes the system
to enter a stalled state s with a typical holding time τstall before catalysis of the next base is completed. Given an
error rate per base pair µ, the probability of observing m mismatched bases in the product is given by the binomial
distribution, P (m) =

(
L
m

)
µm(1− µ)L−m.

The time to form a product with m mismatches is

T (m) =

L∑

i=1

τE→PXi
+

m∑

j=1

τ jh (1.7)

where τ jh is the stochastic holding time after mismatch j, and τE→PXi
is the time to add base i: i.e., τE→PR

if the
base is correct, and τE→PW

is the base is incorrect.
In the limit of low error rates, µL ≪ 1, at most one mistake per product will be observed, and the average time

to copy a strand is

⟨T ⟩ ≡
L∑

m=0

P (m)T (m)

≈ (1− µL)T (m = 0) + µLT (m = 1)

= LτE→PR
+ µLτstall (1.8)

≡ Trep = Ltnostall(µ) + Lµτstall

where we have further assumed that τE→PR
= τE→PW

, and replaced each holding time τ jh with the characteristic
stalling time τstall. Eq. 1.8 is the definition of the time to replicate, Trep used in the main paper, where tnostall is
defined as τE→PR

.
With this assumption, stalling affects the branched network of Fig. S1.1a(ii) by adding an additional time τstall

to the total time to replicate each time the wrong branch is taken, as depicted in Fig. S1.1a(iii). It is crucial to
note that this prescription does not affect proofreading, since it introduces a time cost after the proofreading step
is performed, and it only applies to the base directly following the mismatch incorporation, not propagating further
in the network.

The model presented here is the simplest model of stalling consistent with experimental evidence. This evidence
and alternative models, e.g. slow down of specific rates in the next base or extent of proofreading being affected
by stalling time, are discussed in detail in Sec. 1.2 below.
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Figure S1.2: Extending simple proofreading models with the stalling effect. (a) The crossover error rate
µc is shown as function of the driving force ϕ (i) and the number of nodes N . (iii) The time to replicate Eq. 1.8 is
shown as function of error rate for increasing values of the stalling time τstall. (b) The Markov chain networks of the
in-silico evolution are shown in (i) for N = 3 and N = 7: the in and out rates for each nodes are colored according to
the kinetic rate observed in the initial condition (left) and in the evolved state (right). Slow kinetic rates in yellow,
while fast kinetic rates in black arrows — see color map. (ii) shows the trade-off plot of the time with no stalling
tnostall and error rate for N = 3. The Pareto front is highlighted in black, and ten different trajectories — from an
in-silico evolution with parameters as reported in Tab. S1.1 — are plotted, with one highlighted in red.

1.1.3 Specific model of proofreading

We can apply these formulas to specific proofreading networks considered in Figs. 2a, 6a of the main paper. For
networks of the structure shown in Fig S1.1b(i), the rates for a network of N nodes are defined as follows. We
introduce both forward and reverse rates between neighbouring nodes (kf and kr) and forward and reverse rates
from the origin to any other node (γ and γr). We assume kr = akf and apply Kolmogorov’s loop criterion to
properly define the kinetic constants at detailed balance

knf γ
n→0 = γ0→n

r

(
n∏

m=1

am

)
knf (1.9)

γn→0
r = γ0→nan (1.10)

supposing am = a ∀m.
The discriminatory reactions between X = R,W are defined so that at equilibrium the discrimination is

µeq = e−∆, making the discriminatory reactions (γW
r and kWr ) faster

γW,n→0
r = γR,n→0

r e
n

N−1∆ (1.11)

kWr = kRr e
∆

N−1 . (1.12)
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The definition above sets a maximal proofreading of µ∗ = e−
N
2 ∆, since the N − 1 loops that go back to the origin

bear a factor of e
n

N−1∆:
N−1∑
n=1

n
N−1∆ = N

2 ∆ .

As sketched in Fig. S1.1b(i), a driving force ϕ is coupled to the reactions γ0→n, as e−ϕγ0→n, to control
the non-equilibrium driving and hence the amount of proofreading: an increase of the driving force ϕ slows the
associated reaction, breaking detailed balance. In Fig. 2a (main paper) the driving force takes the values ϕ =
0, 13, 15, 17, 19, 50, showing that a higher driving force leads to higher discrimination, i.e. lower error rates.

N = 3 networks

For such a network of size N = 3, we can explicitly write the resulting analytic expressions for speed, as final state
occupancy, and error rate both defined in Sec. 1.1. These two quantities can be written as function of the kinetic
rates (k, γ), scaling factor a, discrimination factor ∆ and driving force ϕ

tnostall =
1

pRN−1

=
γ (k + ka(3 + a) + γ + aγ) + eϕa2(k2(1 + a+ a2) + 2k(1 + a)γ + γ2)

eϕk2a2 + γ(k + 2ka+ γ)
(1.13)

µ =
e−∆

[
k2a2 + γ2 + k(γ + 2αγ)

] [
e∆/2γ(ka+ γ) + k(γ + a(eϕka+ γ)

]

[eϕk2a2 + γ(k + 2ka+ γ)]
[
e∆/2γ(ka+ γ) + k(γ + a(ka+ γ))

] . (1.14)

Characterization of the trade-off

Fig. 2a in the main paper shows that including stalling in the model introduces a crossover error rate, µc, which
separates two regions of opposite trade-offs: an intuitive one for µ < µc (“faster is less accurate”) and a counter-
intuitive one for µ > µc (“faster is more accurate”). In this paragraph, we characterize further how the trade-off
curve depends on the parameters of the model ϕ, τstall and N . Fig. S1.1a(i) shows that the crossover error rate
µc decreases monotonically as function of the driving force ϕ, where networks of size N = 4 and N = 6 are used
to numerically determine the value of µc as function of ϕ. Fig. S1.1a(ii) shows that µc decreases as function of the
size of the networks, N , at fixed and non-zero driving force (ϕ = 50), in contrast with ϕ = 0. The effect of varying
τstall on the trade-off is shown in Fig. S1.1a(iii) for a network of size N = 6 with driving force ϕ = 50: increasing
the stalling time increases the size of the region with the “faster is more accurate” trade-off.

The value of µc can be determined analytically by solving the following optimization, using Eq. 1.8

∂Trep

∂µ
= 0

∂tnostall
∂µ

+ τstall = 0 . (1.15)

Eqs. 1.13-1.14 for N = 3 can be used to find the value of µc by computing the ratio of derivatives with respect
to a parameter, e.g. a. To make the optimization analytically tractable, we focus on the limit γ ≫ 1, which pushes
the network to maximal discrimination, and choose k = 1. In this limit, Eqs. 1.13-1.14 become

tnostall ≈
(1 + a+ a2eϕ)γ2

γ2 + a2eϕ
(1.16)

µ ≈ e−3/2∆(γ2e∆/2 + a2eϕ)

γ2 + a2eϕ
. (1.17)

Solving Eq. 1.15 for a gives two roots, one of which is negative, hence unphysical. Keeping the root with positive
sign, and substituting it in Eq. 1.14, gives us an analytical form for µc in the limit γ ≫ 1 and k = 1 that is
monotonically decreasing as function of ϕ

µc ≈ e−3/2∆ e∆/2γ2 + f(ϕ, τstall, γ,∆)2

γ2 + f(ϕ, τstall, γ,∆)2
(1.18)

with

f(ϕ, τstall, γ,∆) = e−3∆−ϕeϕ
[
−τstall + e∆/2

(
τstall − e∆(−1 + γ2)

)]

+
√

eϕ
{
e3∆γ2 + eϕ

[
τstall + e∆/2 (−τstall + e∆(−1 + γ2))

]}
.
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1.1.4 In-silico evolution of kinetic proofreading
We set up a Markov network of the type in Eq. 1.1 with N states, focusing on N = 7 and N = 3 for simulations,
as discussed below. A network of sizes N = 3 and N = 7 is depicted in Fig. S1.2b(i), before and after evolution for
faster replication times. Comparing the rates of the N = 3 initial condition and evolved network is consistent with
the understanding of kinetic proofreading discussed in the original works [2, 3]: (i) the wrong nucleotide needs to
preferentially enter state EX through EX∗ and not E, (ii) the dominant rate outgoing EX needs to be the one
back to the initial state E and (iii) the rate out of EX∗ needs to be smaller or equal than the rate coming in.
Overall, these conditions tell that the reaction EX∗ → EX needs to be driven strong enough to reach maximal
discrimination. For N = 7, the evolution scheme is finding more complex prescriptions to achieve proofreading, as
seen in Fig. S1.2b(i).

Fitness function

A simple definition of the time to copy a strand T (k) does not involve its length, but just considers the average
effect of stalling upon incorporation of mistakes by adding a term proportional to the error rate µ (see Eq. 1.8)

T (k) = τRMFPT + τstallµ (1.19)
= tnostall + τstallµ (1.20)

where τRFP is the mean first-passage time from state E to state PR defining tnostall (see Eq. 1.4) and τstall is the
stalling time upon insertion of a wrong base. In the main figures we used Eq. 1.19 to define fitness, F (k) = 1/T (k).

Parameterization

The kinetic rates depend on the energy of state i, Vi, and the energy barrier between state i and j, Bij , thus the
model is defined by parameterizing the energy landscape

kji = eVi−Bji−ϕij (1.21)
kij = eVj−Bij (1.22)

with Bij = Bji. To allow for the coupling of reactions to external energy sources, an external driving potential
between states i and j, ϕij , is introduced, with ϕij = ϕji. Two sets of parameters are needed to account for both
the insertion of the right and the wrong nucleotide. The parameters for the wrong nucleotide {V W , BW ϕW } are
defined as

V W
i = V R

i + ϵVi (1.23)
BW

ij = BR
ij + ϵBij (1.24)

ϕW
ij = ϕR

ij (1.25)

An arbitrary split point s = int(N/2) defines which of the reactions are discriminatory

ϵVi = ϵBij = 0 for i, j < s (1.26)

ϵVi = ϵBij = ∆ > 0 for i, j ≥ s (1.27)

ϵBij = 0 for i < s < j . (1.28)

The prescriptions above effectively slow down the discriminatory reactions by a factor e∆, in a way that the error
rate at equilibrium is µ = e−∆ and the maximal discrimination reached by the network is µ = e−(N−s)∆, where
N − s is the number of discriminatory loops with factor e∆ that go back to the origin.

Evolution

The network is initialised at equilibrium ϕij = 0 ∀i, j. The in-silico evolution follows a Monte Carlo algorithm with
a Metropolis update rule, the Monte Carlo steps being our evolutionary time. The energy function to be minimised
is the time to copy a strand defined as in Eq. 1.19. As stated above, the main figures are produced with Eq. 1.19
to define fitness.

During the in-silico evolution, each of three parameters are allowed to vary in a defined grid {V R, BR, ϕ} ∈
[l, h+ d], allowing for mutations to drive some reactions out of equilibrium, ϕij > 0. For the simulations presented
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in this work, we choose l = −7, h = 5 with a spacing of d = 0.2, setting the fineness of the grid. A mutation will
act on the parameters by adding a perturbation

{V R
m , BR

m, ϕm} = {V R + δ1, B
R + δ2, ϕ+ δ3} (1.29)

∈ [l, h+ d] (1.30)

with δ1, δ2, δ3 each sampled uniformly at random in the interval [−d, d]. The mutated parameters are enforced to
be in the same grid [l, h+ d].

The parameters of the simulation of the N = 3 and N = 7 networks are reported in Table S1.1; all the evolution
experiments were run for 104 Monte Carlo steps.

Table S1.1: Parameters of the in-silico evolution.
Size Temperature Te Stalling time τstall ∆

N = 3 10−3 103 0.4
N = 7 10−2 103 0.4

Trajectories exploring the intuitive trade-off plot

Fig. S1.2b(ii) shows the trade-off plot of the time without stalling tnostall and error rate µ computed with a network
of size N = 3, the intuitive Pareto front is shown in solid black: lower error is achieved by spending more time at
inserting each base. The trajectories of the in-silico evolution (one example highlighted in red) follow the intuitive
trade-off for tnostall and error rate µ, while still showing the counterintuitive trade-off for the time to replicate, as
shown in the main figures.

1.2 Experimental evidence for stalling and alternative models
Stalling effects have been empirically observed in a wide range of systems in which information encoded in a polymer
template is copied. Stalling does not appear to be specific to a particular step of the central dogma — since it
is observed for DNA, RNA and protein synthesis — and does not appear to be specific to an enzyme — since
non-enzymatic replication of RNA templates, relevant for origin of life scenarios, also demonstrates stalling.

Here we review this broad experimental evidence for stalling. We then outline alternative models — to the
highly simplified model in Sec. 1.1 — of combining proofreading and stalling that also predict the counterintuitive
“faster is more accurate” relationship seen in data (Fig. 3). We also contrast these models to ones that predict the
intuitive “faster is less accurate” trade-off.

1.2.1 Methods to characterize stalling

Experimental techniques used to quantify stalling broadly fall into two classes: (a) kinetic measurements of extension
past mismatches, (b) inference from sequencing of transcripts of different length.

• Technique (a): Direct kinetic measurements: This approach measures the rate of extension past a mismatch.
The mismatches are induced in varying ways: (i) by studying extension of a primer with a mismatch at the
3’ end [26–29, 31–38], (ii) by providing only incorrect nucleotides [39]. The kinetics of such extension past
mismatches is measured by: (i) single molecule experiments, (ii) bulk assays measuring yield such as PAGE
gels.

(i) Single molecule experiments allow to control the incorporation of a mistake and the subsequent
extension in vitro [29]. The protein of interest is isolated by purification and then either used directly in
solution or crystallized to probe its structure. One typical experiment consists of a template/primer (often
radio-labeled) complex that is extended by the enzyme in controlled conditions: the insertion of a mismatch
in the primer is induced by providing only the corresponding wrong nucleotide, and its extension by adding
different concentrations of the next right nucleotide and metal activators (Mn2+ or Mg2+) and incubating for
different times depending on the mismatch.

(ii) In solution, the extension rate is estimated by measuring the intensities of the bands from polyacry-
lamide gel electrophoresis (PAGE), densitometry and autoradiography in controlled conditions as discussed
above. Two bands appear: the first one I1 corresponds to the fraction of primer extended by one nucleotide in
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time t; the second I2 the fraction extended by two nucleotides in the same time t. The velocity to go from state
1 to 2 is v = v01I2/I1 with v01 = (I1 + I2)/t the velocity of extension by one nucleotide [27, 40]. The stalling
factor is defined as the ratio of extension rates from a mismatched versus properly matched terminus and is
possibly different for each kind of mismatch introduced [34]. It is found that the rate of mismatch extension
is considerably reduced with respect to extension of a matched construct, giving rise to large stalling factors;
details about DNA and RNA polymerases, non-enzymatic replication of RNA and ribozyme are discussed in
the following.

• Technique (b): Sequencing: An indirect, but possibly higher throughput way of inferring stalling is to sequence
the population of transcripts during templated replication at a given moment in time. If this time is chosen
correctly, many transcripts will not be of full length: the fraction of incomplete transcripts that end in a
mismatch relative the number of full transcripts and transcripts that do not end in mismatches can be used
to infer stalling factors. Two recent datasets of this type include works by Szostak and Joyce’s groups [41–43].

1.2.2 Observations of stalling
RNA and DNA polymerases

The characterization of mismatch incorporation and extension in DNA and RNA polymerases is pivotal to the
understanding of the consequences of errors and the emergence of fidelity and has been widely addressed in different
DNA and RNA polymerases.

Several works across different DNA polymerases characterized the rate of elongation of a mismatch reporting
a wider range of values for the stalling factor, from 10 to 106 [26–29, 31–38]. The seminal work by Salas focused
on family B ϕ29 polymerase, discovered by her group and Luis Blanco’s [34, 44–47] — more about this polymerase
is discussed in Section 1.3. The ϕ29 polymerase can use two different molecules as primers to catalyze nucleotide
incorporation: the initiation of replication is protein-primed and the hydroxyl group comes from the terminal
protein attached to ϕ29, but during the following DNA polymerization a DNA primer serves as donor of free 3’-OH
groups. The two reactions display very different stalling factors: 104 − 106 for DNA polymerization and 2 − 6
for protein-primed initiation [34]. This result, combined with the low insertion discrimination of protein-primed
initiation and inability of the 3’-5’ exonuclease activity to cleave the mismatch, highlights the peculiarity of protein-
primed initiation and the likelihood of inaccurate products of this reaction. It also confirms the large stalling factors
of DNA polymerization found in other families.

RNA polymerases have also been shown to have low efficiency of extending a mismatch, with a mismatch-
specific stalling factor in the range 102 − 103 [35, 38]. In RNA polymerase (pol) II the mismatch stabilizes fraying
of the RNA 3’ end causing the pausing of the polymerase, which likely prepares the ground for backtracking during
proofreading [39].

Structural studies are necessary to probe the mechanistic causes of stalling by looking at the effects of mismatch
incorporation. As the stalling factors vary for every mismatch pair, so their effect on the structure of the primer-
enzyme complex. Catalytic activity of BF polymerase (family A) crystals allowed to investigate the structure
of all mismatch pairs and four mechanisms that lead to mismatch-induced stalling of the polymerase have been
found [29]. The purified protein is crystallized and polymerization undergoes in the crystal. Mismatch extension
is controlled in a similar way as in the solution experiment described above, the structure is then measured via
X-ray diffraction at different steps of the extension. The structural perturbation of the mismatch is transmitted
up to six base pairs from the primer terminus back to the active site of the polymerase, suggesting a short-term
memory effect of errors in this DNA polymerase. Similarly, the structural effects of incorporating one mismatch
(T-U) in RNA polymerase pol II show that the mismatch displays a wobble base pair that triggers misalignment
of the nucleophilic RNA 3’ end (e.g. 3’ hydroxyl group) with the catalytic site and NTP, leading to a non-optimal
geometry for catalysis.

Ribosomes

Ribosomal stalling has diverse causes and has been extensively studied given its role in triggering key processes like
mRNA decay, nascent protein degradation and ribosome recycling [48, 49]. The diverse causes include the presence
of rare codons that slow down the translation due to limited availability of corresponding tRNAs, presence of
stable mRNA secondary structures, and certain peptide sequences, such as polyproline stretches, that are not
easily accommodated in the ribosome exit tunnel [50]. These stalling events can trigger numerous downstream
events like ribosome-associated quality control and stress response pathways [49, 51, 52]. These broad classes of
ribosomal stalling processes could potentially have implications for speed and fidelity.
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The most direct analog of the models considered in this paper is stalling due to misincorporated amino acids,
i.e. incorporation of an amino acid that does not match the codon on the mRNA. Note that such errors are due to
incorrect tRNA whose anticodon does not match the mRNA codon; but the tRNAs are themselves charged with
the correct amino acid with respect to their anticodon. These errors can disrupt the progression of the ribosome in
multiple ways — much like with DNA and RNA elongation, a non-optimal fit in the ribosome peptidyl transferase
center, can cause delays in peptide bond formation. In addition, incorrect amino acids can result in the formation of
abnormal peptide sequences that generate problematic secondary structures within the ribosome exit tunnel. Any
of these structural aberrations can impede the ribosome movement along the mRNA, resulting in stalling [53, 54].

RNA ribozyme

Several works [41, 55, 56] in the origin of life context investigated the ability of class I RNA polymerase ribozymes
to synthesize RNA strands approaching sizes of their same length. Such ability is a prerequisite for RNA self-
replication, the basis of a primordial RNA world. The observation of shorter strands not elongated further in the
given incubation time brought the focus on understanding the causes of polymerization interruption, mismatch
extension being a possible culprit. The products of the polymerization are analyzed via PAGE and Sanger or
Illumina sequencing. The results from older class I RNA polymerase ribozymes from [55, 56] show the evidence of
stalling when mismatches are incorporated. Most error types in [56] can be further extended, however, a couple
of the rarer errors, such as G→U transversions, seem to effectively terminate ribozyme-catalyzed extension, and
indeed no such errors are found to occur within sequences. Moreover, even if the substitution rate of the last two
bases is 7.1

Non-enzymatic replication of RNA

Stalling upon mismatch incorporation has been observed also in non-enzymatic replication of RNA in the context
of the origin of life. The 3’ hydroxyl group of the mismatched nucleotide is not aligned for proper extension to occur
at the next step. This causes a slowdown by more than 2 order of magnitudes relative to a matched extension, i.e.
a stalling factor in the range of 10− 300, as shown by Chen et al. by measuring the rate of primer extension when
each nucleotide is provided for incorporation at the 3’ end [58]. Mismatch incorporation is also found to cause
another error to be introduced at the following site 54-75

1.2.3 Alternate models of stalling

Our model of stalling in Sec. 1.1.2 is the simplest model of combining stalling with proofreading models that is
consistent with the experimental evidence presented in Fig. 3 and discussed in Sec. 1.3. However, there are several
variants of these models, some of which also lead to the same prediction as here (“faster is more accurate”), while
others predict the other conclusion (“faster is less accurate”).

Here, we present a brief outline of some of these alternative possibilities for completeness; detailed investigations
of these models and experimental support for their specific mechanism of proofreading and stalling is left to future
work. Across diverse models, the relationship between speed and accuracy boils down to two key factors:

1. Time cost of correcting errors (e.g., proofreading costs a time tnostall).

2. Time cost of making errors (e.g., time spent stalled).

In general, if the time cost of correcting errors is lower than time cost of making errors, we find a “faster is more
accurate” relationship. If not, a “slower is more accurate” relationship holds. The models listed below (and others)
provide different definitions for these two quantities as a function of the error rate and thus potentially distinct
conclusions on the trade-off between time and error.

1. Base excision after stalling

In the simple stalling model used in this paper, we effectively assume that the polymerase cannot exploit the stall
time after a misincorporation to backtrack and excise the last base. Such a restriction would be accurate, e.g.,
for enzymes that are unable to excise the (incorrect) base at site i after having translocated to site i + 1 and are
stalled while trying to catalyze a new (correct) base at site i+ 1. However, backtracking during a stall is thought
to occur in several cases in RNA polymerases [39] and in DNA polymerase stalling is linked to a higher likelihood
of transition to the exonuclease domain [60].
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Allowing for excision during stalling strengthens our results by expanding the counterintuitive “faster is more
accurate” regime to lower error rates than predicted in our simple model.

Consider a polymerase, that after incorporating a nucleotide at site i, can either pass the strand to the exonu-
clease domain or translocate to site i+ 1 and process the next nucleotide. In a simple scenario, we can model the
rate of attempted exonuclease use by a rate kexo, while the latter is modeled by a kinetic constant kfwd(X) that
depends on the current nucleotide X. The forward constant for the wrong nucleotide W is much slower than for
the right nucleotide R, kfwd(W ) ≪ kfwd(R) due to stalling. To simplify notation, we define kstall ≡ kfwd(W ).
Note that in this simple model, we are not distinguishing between stalling of translocation to site i+ 1 vs stalling
of catalysis at site i+ 1.

The probability of using the exonuclease on a misincorporated nucleotide W is

pexo =
kexo

kexo + kstall
.

where kstall is the analog of 1/τstall in the model detailed earlier. If we define µpre−exo to be the rate at which
the polymerase domain by itself incorporates incorrect nucleotides — without accounting for error reduction due
to the exonuclease — the actual error rate is,

µ = µpre−exo(1− pexo) ≈ µpre−exo
kstall
kexo

where we assume that kstall ≪ kexo.
We can compute the time to copy a strand of length L as the sum of two times: (a) time spent on mis-

incorporations removed by the exonuclease; there are Lµpre−exopexo such misincorporations and each of these
misincorporations takes a time 1/kexo to be removed. (b) time spent on misincorporations that are not removed
by the exonuclease; there are Lµpre−exo(1−pexo) such misincorporations and it takes 1/kstall time to get past each
of these misincorporations, which are not proofread.

Thus, the total time is given by

Trep = Lµpre−exo
1

kexo

(
2− kstall

kexo

)

where we assume that kstall ≪ kexo.
These equations predict a counterintuitve “faster is more accurate” relationship as kexo is changed among

variants. See the following section, Mutability of stalling, for mutations that might change kstall = 1/τstall.
However, compared to the simpler model presented earlier, this one predicts the counterintuitive relationship

down to lower error rates. To see this, note that the time wasted due to errors is no longer proportional to the
actual error rate µ, measured e.g. by sequencing, but is instead proportional to µpre−exo, the frequency at which
the polymerase domain misincorporates nucleotides. This frequency can be significantly higher than the real error
rate, i.e. µpre−exo ≫ µ. As a consequence, this model predicts a counterintuitive trade-off to significantly lower
error rates µ than in the simpler model analyzed earlier and thus is more relevant to the data in Fig. 3 where the
error rate µ ∼ 10−9 can be much smaller than the length of the genome copied.

2. Mutability of stalling

In the theoretical analyses so far, we assumed that mutations cannot reduce the stalling effect itself, i.e. we assume
that mutations do not change τstall.

In principle, mutations could reduce the stall time τstall, i.e. produce polymerases that avoid stalling by having
a more permissive active site as seen in trans-lesion repair polymerases (family Y) [61, 62]. If such mutations were
permitted and stalling itself could be strongly alleviated, we expect our results to no longer hold and a “faster is
less accurate” result to hold instead.

However, the data on pGKL1 mutagenesis shown in Fig. 3 can be seen as evidence that stalling is not easily
alleviated through mutations, at least in the sequence neighborhood of functional highly processive polymerases.
Polymerases such as trans-lesion repair polymerases with lower stalling appear to be strongly compromised in terms
of both processivity and accuracy and are used only for filling in short stretches of DNA. Finally, the fact that
stalling is observed in non-protein catalyzed, i.e. ribozyme-based, replication and also in templated replication
without any enzymes (protein or RNA) at all suggests that stalling is a relatively robust property intrinsic to
templated replication. Thus, while changing the extent of stalling is possible, the “faster is more accurate” tradeoff
described here is likely relevant at least in the vicinity of functional processive polymerases in sequence space.
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Finally, we note that the existence of mutations that reduce stalling can still be compatible with the observed
Pareto front in Fig. 3 as long as such mutations have other effects, i.e. pleiotropic, that prevent them from
occupying the Pareto front. More quantitatively, in the Base excision after stalling mode above, pexo ∼ kexoτstall.
If mutations that reduce stalling also have other deleterious impacts, e.g. the kind of reduced processivity seen in
trans-lesion family Y polymerases, then these variants would be away from the Pareto front. On the other hand,
mutations that change exonuclease activity kexo would populate the Pareto front and thus such a model would still
be consistent with the counterintuitive “faster is more accurate” in Fig. 3.

3. Correcting errors takes time

For completeness, we discuss an alternative model for stalling where the delay is the time taken for the exonuclease
to cleave a misincorporated nucleotide, i.e. if correcting errors takes time. After passing the elongating strand to
the exonuclease domain, governed by a rate kexo, cleaving the last nucleotide could incur a time cost τstall.

While superficially similar to the model discussed in this paper, this model predicts the intuitive trade-off
between speed and accuracy, i.e., “faster is less accurate”, in tension with the pGKL1 DNA-polymerase data
presented in the paper. To see this, note that the stalling time cost is now proportional to the frequency of using
the exonuclease domain. Mutations that reduce the frequency of using the exonuclease will lead to faster replication
and also higher error rate, i.e. “faster is less accurate”.

4. Incorporation of wrong bases takes time

An alternative model of stalling is that incorporating a wrong base in the elongating polymer is slow. Even though
the extensive experimental data described earlier shows that stalling is a “prior base is incorrect” effect instead, we
discuss this model here for completeness.

Consider two distinct models of proofreading. In the exonuclease-based proofreading found in DNA polymerases,
incorrect bases are first catalytically incorporated into the elongating strand, i.e. the phosphodiester bond is formed,
before the strand is potentially handed to the exonuclease for cleaving. This model would predict an intuitive “faster
is less accurate” trade-off since the total stalling time is not reduced by reducing (sequenced) error rates through
proofreading activity.

Now consider an alternative model where incorrect bases are proofread without first incorporating them into
the elongating strand. In this hypothetical model, “incorporating wrong bases take time” would indeed predict our
counterintuitive “faster is more accurate” trade-off. However, known proofreading polymerases do not operate this
way.

1.2.4 Evolution of stalling

Is stalling an inevitable biophysical constraint or is stalling an evolved property? The evidence detailed above
suggests that stalling is inevitable in templated replication at least to some extent, since non-enzymatic replication
also displays stalling [58].

However, since enzymes can modulate stalling to some extent, we can ask which are the conditions that would
select for stalling. One straightforward answer is that stalling evolved to mechanistically enable kinetic proofreading.
While this is a reasonable possibility, note that, in principle, proofreading does not require stalling since several
non-processive systems, such as tRNA synthetase and T-cell receptors, can proofread even though the stalling
framework does not apply to them, since each ligand is processed separately.

Here, we discuss an alternative possibility of selection for stalling for reasons of ‘evolvability’. In this second-
order selection [63] for stalling, stalling is not assumed to be mechanistically necessary for kinetic proofreading.
Instead, stalling is selected because lineages with stalling are able to evolve error correction without a valley crossing
and thus realize greater future fitness benefits unlike lineages without stalling. We describe this scenario with a
thought experiment in the following.

Model: We consider two lineages, A and B. A and B are identical in all respects, except that lineage A’s
replication chemistry involves no stalling while lineage B’s chemistry involves stalling of some fixed extent.

Both lineages are assumed to have a genome g of length 1 +Lc +Lnc; for simplicity, we assume that each base
of this genome can be either 0 or 1. The first bit of the genome dictates the error rate; 0 results in a high error
rate µH while 1 results in a low error rate µL due to an error correction mechanism à la kinetic proofreading.

We assume a simple fitness function that decays with the Hamming distance of the genome g from 000 . . . 00. We
assume that f(g) = fc(gc) + fnc(gnc) where gc and gnc are the Lc and Lnc bits of the genome. Further, fc(gc) = 1
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if |gc| = 0 and fc(gc) = −∞ otherwise, and fnc(gnc) = 1/(1 + κ|gnc|). Here, |g| is defined to be the number of 1s
in the genome.

Thus, the first Lc bits of the genome, gc, model a deleterious load since any mutation away from 00 . . . 0 is
lethal. The last Lnc bits have a more forgiving fitness function and represent a non-coding region. High error rate
µH strains are unable to exploit this region for fitness gains if µHLnc is larger than κ; but low error rate µL strains
can increase their fitness by evolving gnc to be closer to 000 . . . 0.

In such a model, consider adaptive paths towards increased long term fitness that start with a wild-type strain
with high error rate µH . This strain then evolves an error correcting mechanism, reducing the error rate to µL.
Subsequently, the non-coding region gnc is able to evolve towards the highly fit sequence 00 . . . 0 and thus gain
additional fitness benefits. Note that these benefits cannot be realized without an error correction mechanism since
µHLnc is too high. While the above path is available to both lineages, the fitness landscape along this path is
qualitatively different.

In lineage A, the evolution of error correction comes at a fitness cost fspeed− fdel > 0 where fspeed is the fitness
cost due to reduced speed in an error-correcting variant with lower error rate µL and fdel = (µH − µL)Lc is the
fitness gain due to the reduction in deleterious load. Subsequent mutations in gnc increase the fitness of this lineage.

In contrast, in lineage B, the evolution of error correction comes at a fitness gain fspeed + fdel > 0 relative to
the wild-type, where fspeed is the fitness gain due to increased speed in an error-correcting variant with lower error
rate µL and fdel = (µH −µL)Lc is the fitness gain due to the reduction in deleterious load. Note that all genotypes
in lineage B have lower fitness than the corresponding genotypes in lineage A because of stalling.

However, the path to evolving an error correction mechanism and subsequent higher fitness for lineage B is
easier, i.e. no valley crossing is needed. Thus, lineage B can outcompete lineage A in the long term, provided B
is not outcompeted at early times, e.g. if protected by spatial structure or large population sizes. In this sense,
selection for evolvability, i.e. long term fitness benefits, can select for stalling.

1.3 Speed-accuracy measurements for hundreds of variants of a DNA
polymerase

Family B polymerases are involved in both DNA replication and repair, are found in eukaryotes and prokaryotes
and display 3′ − 5′ exonuclease proofreading. The most used polymerases in DNA amplification by PCR are from
family A and B, and the most accurate ones, e.g. Q5 HF DNA polymerase (proprietary), are part of family B.
Given the interest in the origin of accuracy, members of this particular family have been extensively studied.

One example is the ϕ29 DNA polymerase from bacteriophage ϕ29, which is characterized by a first step of
protein-primed replication followed by DNA polymerization, feature shared only by family B members of viral
origin. Salas and collaborators extensively characterized ϕ29: from its protein-primed initiation [47] to structure-
function studies [44, 66] building a map from mutations in the sequence, to structural perturbations, to changes
in ϕ29 function, e.g. speed, accuracy and strand-displacement activity — the ability to open the double-stranded
DNA in order to extend a primer at a replication fork. The latter is a crucial feature that makes ϕ29 stands out
with respect to other polymerases in the family: strand displacement, combined with the high processivity of ϕ29
(the intrinsic high processivity is probably due to a region of the polymerase holding the enzyme in place during
elongation) allows for complete replication of its genome without any helicase or accessory processivity factors.
Indeed, most replicative polymerases rely on accessory proteins to achieve higher processivity, as the Sso7d DNA
binding domain fused into Q5 HF DNA polymerase.

Higher speed, higher accuracy for a library of a a ϕ29-like polymerase

The most extensive DNA polymerase library to the date of writing has been created for a homolog of ϕ29, the poly-
merase that replicates a linear, high-copy, cytoplasmic DNA plasmid, pGKL1 (p1 for brevity), which is originally
part of the toxin-antitoxin system of Kluyveromyces lactis [67]. pGKL1 is effectively a vertically transmitted double
stranded DNA virus that lives in the cytoplasm of Kluyveromyces lactis. The unique mechanism of p1 replication
initiation via protein-priming and the spatial separation of p1 and the associated polymerase (TP-DNAP1) from
nuclear DNA made this toxin-antitoxin system the basis for OrthoRep [1, 64, 65], a platform for directed evolution
in S. cerevisiae. The orthogonal replication of p1 allows for speeding up the evolution of a gene of interest encoded
on p1 by modulating the mutation rate of the polymerase without influencing genomic replication in the nucleus.

The interest in finding error-prone variants of the wild-type TP-DNAP1 for this purpose led to 13625 clones
from a scanning saturation mutagenesis library combined to an homology-based library and selected combinatorial
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Speed-accuracy for hundreds of DNA polymerase variants
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Figure S1.3: The largest dataset to date on speed and accuracy of DNA polymerase variants is
provided by the OrthoRep platform. (a) Sketch of the OrthoRep system [1, 64, 65] in S. cerevisiae, where
a cytosolic, multicopy, linear DNA plasmid (‘p1’) of viral origin is shown. Plasmid p1 can only be copied by a
dedicated DNA polymerase (pGKL1) (blue) and not by the yeast machinery due to presence of terminal proteins
on p1. The orthogonality of the replication system of p1 and the yeast genome allows for measurement of activity
and accuracy of the pGKL1 polymerase. Activity is measured by determining the copy number of p1 at steady
state. Accuracy is measured through a Luria-Delbruck fluctuation assay, based on the reversion of a stop codon
in Leu2 gene placed on p1 in a Leu-auxotroph strain. (b) (i) Data plotted from Table S2 of [1] with all the DNA
polymerases for which p1 copy number and mutation rates have been characterized. Mutations in different domains
is shown using color and shape reported in the legend. (ii) Subdivision of the same data as (i), but according to
different libraries constructed in [1]: based on mutations in known homologs such as ϕ29, scanning saturation
mutagenesis, shuffling, with the definition of the different rounds used for the discovery of highly-error-prone DNA
polymerase variants, with acceptable activity.

libraries, resulting in 213 unique variants for which p1 replication activity and substitution mutation rate have
been measured (Fig. S1.3b(i) and Fig. 3 in the main text, data from Table S2 in [1]).

First, let us review how the variants in [1] were obtained, see Fig. S1.3b. The Round 1 (Rd1) variants from
homology studies mainly gave low activity (slow) polymerases, due to the peculiarities of protein-priming DNA
polymerases, like the TP-DNAP1 present in OrthoRep. Hence, the authors [1] performed a comprehensive study
with the scanning saturation mutagenesis library, identifying 41 unique Rd2 mutants that retained high activity —
see Fig. S1.3b(ii). The authors [1] also noted that only 9/41 of the Rd 2 polymerases contain mutations at position
identified from the homology studies, suggesting that position affecting fidelity can be outside the most-conserved
regions. Rd1 and Rd2 variants were then used to generate combinatorial libraries, focusing only on inter-motif
combinations between polymerase motifs A, B, C and Exo I, II and III. The shuffling libraries A × B and B × C
produced 3 unique Rd3 variants, then crossed with all the Exo mutations present in the dataset, leading to 4 unique
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Rd4 variants, 2/4 having high error rate and high enough activity.
The proxy for the speed (accounting for both the elongation rate and the processivity of the polymerase) of

the DNA polymerase is the copy number of p1, as sketched in Fig. S1.3a, which measures how many copies of
the plasmid are present in a cell. Intuitively, faster (or potentially more active) polymerases create more copies
of p1 before the yeast cell division and thus maintain a large copy number of p1 at steady state. The assay uses
a calibration curve relating p1 copy number, determined via quantitative PCR (qPCR), with fluorescence of p1-
encoded mKate2: p1 copy number can be then accessed indirectly by higher-throughput fluorescence measurements
via flow cytometry.

Mutation rate is measured by the rate of reversion of LEU2 (Q180*) encoded on p1 — see Fig. S1.3a: LEU2
(Q180*) contains a C→T mutation at base 538 in the Leu2 gene introducing a stop codon. Reversion to the
functional gene is detected on selective media lacking leucine and a Luria-Delbrück fluctuation assay [68] can be
performed to estimate the mutation rate.

We repurposed the data from Table S2 in [1] as a window into the proofreading process, and the relationship be-
tween speed and accuracy in DNA polymerases. The variants of the wild-type polymerase suggest a counterintuitive
trade-off for which the ones with largest copy number are also the most accurate ones.

1.4 Prior work on speed and accuracy trade-offs

We begin by pointing out a potential hazard in inferring trade-offs from limited observations, rather than compre-
hensive mutagenesis. We then review prior theoretical and experimental work on speed and accuracy trade-offs in
a diverse range of systems.

1.4.1 Inferring trade-offs from comprehensive vs isolated perturbations

The primary distinction between the counterintuitive result presented here and the intuitive “faster is less accurate”
trade-off discussed in some prior studies could stem from the number of variants looked at. Here, we point out
a potential hazard in inferring a trade-off from limited data that might partly explain how our “faster is more
accurate” results — based on ∼ O(100) variants of a DNA polymerase — could be compatible with prior “faster is
less accurate” reports — typically based on ∼ O(2) variants or perturbations in each system.

Fig. S1.4a shows a hypothetical trade-off between two traits: the blue points represent all possible variants
in a mutational neighborhood, e.g., obtained by making all possible mutations, or other relevant perturbations.
The black line shows the Pareto front, i.e. points that are not entirely dominated in both traits by another point.
Consider the case of a wild-type (WT) that is located at, or near, the Pareto front. If this WT is perturbed by
one or two select mutations — or environmental conditions such as the concentration of Mg2+ ions — and we
examine the impact on trait 1 and 2 (e.g. speed and accuracy), we will typically obtain variants away from the
Pareto front. This bias arises because, generically, there are relatively few ways to perturb a system and stay on
the Pareto front, but many ways to break something and be away from the Pareto front. As a consequence, making
a generic perturbation will lead to inferring the exact opposite trade-off of the actual trade-off between the two
traits. Instead, one could perform a comprehensive examination of all relevant perturbations and populate a full
scatter plot. In this case, we can ensure that rare perturbations that move the system along the Pareto front are
part of the study and thus reveal the real trade-off.

Finally, the problem illustrated in Fig. S1.4a raises the question of what all possible perturbations entails. The
answer depends on why one is interested in establishing the existence, or not, of a trade-off. Our interest here is
to determine how the biophysics of polymerases constraints or enables evolution, e.g. could proofreading evolve
from a need for speed? Does the evolution of proofreading come at a cost in speed or a benefit in speed? These
questions are impacted by the rare mutations that populate the Pareto front. For example, even if most mutations
have an impact of the type shown in red in Fig. S1.4a, adaptive evolution can select the rare mutations along the
Pareto front if the WT shown is pressured to evolve to lower values of trait 1 and thus evolve to lower values of
trait 2. Hence, experiments of the type shown in Fig. 3 — or other comprehensive deep mutational scans — that
examine evolutionarily accessible mutations, e.g. all mutations within a mutational neighborhood, are needed to
establish evolutionarily-relevant trade-offs.

1.4.2 Prior reports of higher speed, higher accuracy

To our knowledge, only a few other works in the literature discuss the possibility of a counterintuitive trade-off,
with faster enzymes also being more accurate.
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One work that posits the possibility of the evolution of accuracy due to a need for speed is a recent paper [73]
from Irene Chen’s group on speed and specificity of aminoacylation activity of a ribozyme. In [73], a library of
104− 105 ribozyme variants were selected for displaying aminoacylation activity, through an exhaustive search of a
central 21 nucleotides region. Three distinct, evolutionarily unrelated catalytic motifs have been identified from this
exhaustive search. In a later work [69], Chen et al. characterized ribozyme catalytic activity and specificity of all
single- and double-mutants related to five wild-type ribozymes, each from a different familiy, against six alternative
substrates. Each family contains one motif of the three identified previously: motif 1 in families 1A.1 and 1B.1,
motif 2 in 2.1 and 2.2, motif 3 in 3.1. The goal is to address the evolutionary potential of self-aminoacylating
ribozymes to adopt new amino acid substrates. The results show that across all families specificity increases as
overall activity increases, see Fig. S1.4a. Activity is measured indirectly by fitting a kinetic model to the reacted
fraction obtained by sequencing ribozymes reacted with substrate at multiple concentrations. Specificity is measured
in two ways, giving similar results: (i) the ability of a sequence to react with multiple substrates at similar activity,
(ii) the preference to aromatic amino acids, since some families seem to distinguish aromatic vs non-aromatic side
chains by displaying preferential activity with aromatic amino acids. The correlation found is proposed to lead to
a scenario where selection for greater activity would also lead to error minimization, as a by-product. Note that
these ribozymes are not thought to be processive; hence they do not immediately fit into the modeling framework
of this paper.

Beard et al. [70, 74, 75] investigated the relationship between the misinsertion efficiency of a particular mismatch
(e.g. dG-dTTP) (kcat/KM )W /(kcat/KM )R, a proxy for mutation rate, and the catalytic efficiency for correct
nucleotide insertion (kcat/KM )R (e.g. dG-dCTP) in exonuclease-deficient polymerases across five families (A,
B, RT, X and Y) and a mutant of DNA polymerase β, see Fig. S1.4b(ii). A correlation suggesting “faster
is more accurate’ holds when the catalytic efficiency of inserting the correct nucleotide is shown as function of
the misinsertion efficiency, e.g. guanosine and cytosine (dG-dCTP). No strong correlation holds if the catalytic
efficiency for mismatch insertion is instead considered. This shows that accuracy correlates with the efficiency of
insertion of the right nucleotide, but not of the wrong one. These results suggest that the exonuclease-deficient
polymerases that are faster at incorporating the correct nucleotide are also more accurate, while being equally
efficient at incorporating the incorrect nucleotide. By doing so, possibly consistent with our framework, they avoid
the stalling caused by mismatch incorporation. Note that these studies define speed as elongation rate, i.e. at how
fast a correct nucleotide is inserted, without focusing on the processivity of the polymerases, which can be low for
exonuclease-deficient polymerases like the ones characterized, e.g. family Y.

On the theoretical side, in a review about speed-accuracy trade-offs in enzymes, Tawfik [76] shows that Michealis-
Menten kinetics when in the transition-state discrimination leads to the possibility of a counterintuitive trade-off
where faster enzymes are more accurate. This is contrasted to a ground-discrimination scenario where the intuitive
trade-off holds.

1.4.3 Prior reports of higher speed, lower accuracy

We report some references where the intuitive correlation between speed and accuracy has been found, where faster
enzymes are more error prone.

Ehrenberg et al. [71] measured in vitro the cognate efficiency in terms of Michealis-Menten parameters
(kcat/KM ) as function of accuracy ((kcat/KM )R/(kcat/KM )W ) in a ternary complex consisting of aa-tRNA, elon-
gation factor Tu (EF-Tu) and GTP as a model system for genetic code translation, and in particular of the peptide
elongation cycle of the ribosome. The accuracy can be varied by modulating the levels of Mg2+ ions, hence the
variation explored is only along this one parameter. The accuracy is then measured against the cognate ligand
(AAA) for ten values of Mg2+ and sparsely in Mg2+ space against non-cognate ligands (9 possible combinations),
for a total of 30 points. The resulting measurements each fall on a line that follows a speed-accuracy correlation,
see Fig. S1.4c(i): the faster the translation for a given mismatch, the less accurate.

Kolomeisky, Igoshin et al. have been interested in how proofreading enzymes balance the opposite objectives
of speed and accuracy, probing whether perturbations of kinetic parameters can improve both traits. They built
kinetic proofreading models using experimentally measured kinetic rates, allowing to define accuracy and speed
from the models. Relevant examples of this line of work are:

• In [6], they use one-loop kinetic-proofreading networks to control the rate constants for each step of the right
and wrong pathways and use kinetic constant data as starting points to explore how changes in the kinetic
parameters affect speed and accuracy according to the assumed model. The speed is the defined from the
model as the mean first passage time to cross the barrier between reactants and products. The experimental
measurements of kinetic parameters are in family A T7 DNA polymerase (1 wild-type, Fig. S1.4c(ii.a)) and
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protein synthesis by E. coli ribosome (1 wild-type and 2 mutants, Fig. S1.4c(ii.b)). They find two branches in
the speed-accuracy plots: one is the trade-off branch, with higher accuracy corresponding to lower speed, the
other instead originates from some kinetic parameters being in a sub-optimal region where a perturbations
improves both traits, or improves accuracy with almost no effect on speed. Such sub-optimal regions manifest
e.g. if the rate of handling the nucleotide to the cleaving exonuclease domain is higher than the polymerization
rate of the correct base, since futile proofreading cycles diminish both speed and accuracy.

• In another work Kolomeisky, Igoshin et al. [77] used the same kinetic proofreading model to investigate speed-
accuracy-cost trade-offs in the genomic replication of one coronavirus with proofreading activity (SARS-CoV
RdRp complex), for which the kinetic parameters have been measured. They define speed from the model
as the stationary flux to create the right product, or in other words, the rate of production of functional
copies, i.e. without any deleterious mutations. When plotted against error rate for different values of the
rate of switching from the polymerase to the exonuclease domain, the speed has a non-monotonic behavior:
it increases as error rate increases (trade-off branch), but then decreases when the rate of mutation is high
enough that deleterious mutations become more likely (non-trade-off branch).

• Finally, in [25], they considered a model of proofreading including stalling effects, backtracking and depen-
dence on accessory proteins for RNA polymerases. They used experimental data from RNA polymerase
Pol II to initialize the model and explore how changing its parameters affects the accuracy-speed trade-off.
The parameters are varied one at a time, concluding that some perturbations lead to the intuitive trade-off,
while others showed no trade-off. Extensive mutagenesis of such RNA polymerases, rather than only varying
model parameters from an experimentally determined starting point, is needed to reveal the nature of the
underlying Pareto front relevant to answer the evolutionary question of whether higher accuracy can evolve
from selection for higher speed. The finding of multiple trade-off branches is indeed indicative that this more
extensive exploration is needed.

Loeb et al. [72] investigate how accuracy can be increased without resorting to an increase of the 3′ − 5′

exonuclease proofreading intrinsic to family A polymerases that generally leads to lower activity. They build a
library of 104 mutants via error-prone PCR of exclusively the polymerase domain of the pol A gene (expressing
polymerase pol I), starting from a sequence where the exonuclease domain is inactivated by a single substitution.
We define this as exo-deficient wild type (exo∗-WT). The mean amino acid substitution measured in the library
is 4.2 per gene. The mutants were assayed for function in E. coli and 408 clones from the surviving cells, with a
decreased mean of 2.8 amino acid mutations, were screened for polymerase mutation rate and activity. Mutation rate
is estimated by reversion of a stop codon, while activity by in-vitro measurements of incorporation of radiolabeled
deoxythymidine monophosphate (dTMP) into DNA. The mutation rate of pol I variants spans a large range,
10−3 − 103-fold the exo∗-WT. The mutations affecting accuracy are reported to be spread across the polymerase
domain. A mutation in the M-helix of pol I is present in all higher accuracy variants with additional substitutions
elsewhere that are shown to increase polymerase base selectivity with an additive effect. When activity and mutation
rate are plotted, no clear overall trade-off front is seen, see Fig. S1.4c(iii): the more accurate variants (12

Marx et al. [78] built a library of 1316 variants of the 3′ − 5′ exonuclease-deficient Klenov fragment (KF−) of
E. coli DNA polymerase by randomizing only its motif C (three consensus residues). The accuracy of extension
is measured by the ratios of fluorescence of primer extensions from matched versus mismatched substrates, while
the efficiency by radiometry and kinetics measurements. The three most accurate variants were found to extend
mismatches with significantly less efficiency than the wild type KF−, while keeping the same efficiency in extending
the matched primer termini, suggesting the slower-more accurate trend.

In summary, as pointed out in the introduction to this section, a search over all parameters is necessary to
define the Pareto front. The studies reported here, and other not discussed, e.g. [79–81], report only a few variants,
or consider only the impact of perturbing one or few environmental parameters. e.g. the concentration of Mg2+.
The emergence of two branches of the trade-off is also indicative that a more exhaustive exploration, like the one
in Fig. 3, is needed to identify the Pareto front. Also, in these works, the measurements of speed do not take
into account processivity, the rate of the DNA polymerase detaching from the strand, in contrast with the assay
discussed in Sec. 1.3 [1].
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Figure S1.4: Limited data can lead to misleading trade-offs and other existing data on speed-accuracy
trade-offs. (a) A potential hazard in inferring trade-offs from a limited set of perturbations or variants. The
sketch shows a scatter plot of two traits over all variants (blue) in a mutational neighborhood of a wild-type (WT)
molecule or organism. Together, these variants show a Pareto front, defining a trade-off between the two traits.
Generically, the density of variants is expected to be lower in the vicinity of the Pareto front (since each trait
is at its maximum with the other trait held fixed). If the wild-type (WT) is near the Pareto front, red points
show the perturbation of the WT by two typical mutations, given the distribution of variants in the mutational
neighborhood. Red arrows suggest an incorrect trade-off converse to the real trade-off defined by the Pareto front.
On the other hand, making all (or many) possible mutations (blue points) will reveal rare perturbations that move
the WT along the Pareto front and thus reveal the true trade-off. (b) Higher speed, higher accuracy: (i) Trade-off
data for ribozymes obtained by comprehensive mutagenesis libraries. Adapted from [69]. (ii) Trade-off data for
exonuclease-deficient DNA polymerases across five different families and a mutant of DNA polymerase β (in red).
Adapted from [70]. (c) Higher speed, lower accuracy: (i) Trade-off data for ribosomes obtained by perturbing the
concentration of Mg2+. Adapted from [71]. (ii) Trade-off data for T7 DNA polymerase (a) and E. coli ribosome (b)
obtained by varying one parameter in the model. Adapted from [6]. (iii) Trade-off data for mutants of exonuclease-
deficient DNA polymerase pol A obtained by error-prone PCR. Adapted from [72].



Chapter 2

Dynamic instability in Self-assembly

2.1 Tile self-assembly

To simulate molecular self-assembly, we used the kinetic Tile Assembly Model (kTAM) [82]. From an abstract
perspective, in the limit of low monomer concentrations and slow growth, this model can be shown to approx-
imate the behavior of systems in the abstract Tile Assembly Model (aTAM) [82], which in turn has been used
to investigate the computational ability of self-assembly with many monomer types, showing it to be capable of
Turing-universal computation [83]. From a physical perspective, in implementations with DNA tiles, the kTAM
has been representative of the behavior of experimental systems [84]. The model is based on the assumption that
growth occurs through individual monomer attachments and detachments to a lattice (Figure S2.1a), with the
attachment rate for any monomer tile at any one empty site adjacent to a lattice based only on the concentration
of the monomer tile — not on the strength of bonds it can form, and the detachment rate for a tile in a structure
based on the sum of the strength of the bonds it has with other tiles in the structure, that is,

ron = [c] = kfe
−Gmc roff,b = kfe

−bGse , (2.1)

where Gmc ≡ log [c]u−1
0 for some standard concentration u0 (usually 1 M) and monomer concentration [c],

Gse is the a unitless, sign-reversed (positive is stronger) free energy of a single, normal bond, and b is the total
bond strength of a particular tile attached to an assembly1. While the kTAM typically considers bonds in terms of
matching ‘glues’ on different tile types, we will consider general interaction matrices for North-South and West-East
interactions JNS and JWE, such that, for a tile i with adjoining tiles n, e, s, and w in corresponding directions,
b = JNS

is + JNS
ni + JWE

ie + JWE
wi , where any empty site has tile type 0 and JNS

x0 = JNS
0x = JWE

x0 = JWE
0x = 0 for any tile

type x, and interaction strengths are typically either 0 or 1.
In DNA implementations, where bonds are implemented as hybridization of short complementary single-stranded

regions of the tile, Gse is temperature dependent, with bonds weakening, and thus Gse becoming smaller, as temper-
ature increases. Thus, changing temperature is often seen as roughly equivalent to changing Gse in the kTAM [87],
and lowering/raising temperature is often referred to interchangeably with raising/lowering Gse. Systems are most
often designed to grow when tile attachments by two or more bonds are favorable, and attachments by one bond
are not, this corresponds with Gmc = 2Gse − ϵ for some positive ϵ smaller than Gse.

In many tile systems, growth is ‘seeded’, either by a special tile type with stronger bonds to start off growth,
or a small pre-assembled structure; in experimental implementations, this is often constructed with DNA origami
[88]. In conditions with minimal nucleation, and with a significantly higher concentration of each monomer type
than the seed structure, this allows growth to be modeled as taking place on a fixed number of assemblies, with the
effects on attachment rates from the depletion of free monomer concentrations being insignificant. Thus, growth
can be approximated by assuming that monomer concentrations remain constant, particularly in conditions where
growth is sufficiently forward-biased, that is, with ron ≫ roff,2, that the linear decrease in ron as concentrations
deplete does not significantly change the bias of the system; in conditions where growth is initially only slightly

1In standard terms, the change in free energy for a single bond would be ∆G = −RTGse. In DNA implementations, experiments [85]
and molecular dynamics simulations [86] have found that the free energy change of a tile attaching by multiple bonds is not a simple
sum of changes for each bond—generally, attachment by two or more bonds incurs a penalty compared to a single bond—and additional
corrections are required. However, these corrections can often be handled as a rescaling of kf, Gse, and Gmc [87], and so are ignored
here.

23
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Figure S2.1: Kinetic model of self-assembly and dynamic instability (a) In the kinetic Tile Assembly Model
(kTAM), tiles attach to locations based on the tile concentration [c] (or equivalently, free energy Gmc), and detach
based on the total strength of interactions b times a (sign-reversed, unitless) unit free energy Gse. (b) A ribbon
tile system with non-specific interactions exhibiting stalling and errors. Specific interactions (black) result in fully-
connected alternating rows of tiles 1–6 and 7–12. But non-specific interactions (red) allow a disordered row of tiles
1–6, from which growth cannot continue without incorporating partially-connected tiles. (c) Example pathways
for ordered (top) and disordered (bottom) growth. Both initially grow by primarily favorable, forward-biased steps
(green background), but while the ordered pathway can continue favorably, several strongly reverse-biased steps
are required for the disordered pathway to continue. (d) Dynamic instability modeled as periodic pulses of lowered
bond strength (equivalently, higher temperature). Bond strength cycles over a fixed period between some time tmelt
at a strength Gmelt

se above the critical bond strength Gcrit
se between ribbon growth and melting, and Ggrow

se below
it. (e) Size of five simulated assemblies over time, with tcycle = 3600 s, Gmc = 16, Ggrow

se = 9.5, Gmelt
se = 8.4. With

a short tmelt, ribbon growth stalls through disordered interactions. With a longer tmelt, melting cycles detach the
growth front, allowing stalled ribbons to grow when bonds become stronger. With yet longer tmelt, the too much
of the ribbon melts each cycle, and thus ribbons do not grow.
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forward-biased, the assumption of constant monomer concentrations may be valid only in the ‘initial moments’ of
assembly.

2.2 Stalling

We designed a tile system to intentionally exhibit strong stalling behavior, shown in Figure S2.1b. The system
uses 12 tile types, designed to attach in alternating rows of tiles 1–6 and 7–12, in order from north to south. In
‘ordered’ growth, every tile interacts with strength one with its neighbor in each direction; a full row of six tiles
includes six bonds to its west, and five bonds between tiles in the row. The resulting change in free energy for a
row, and critical free energy between growth and melting, is thus

2∆Grow = 6Gmc − 11Gse Gcrit
se =

6

11
Gmc (2.2)

With Gmc = 16, this means that ordered growth requires Gse ≥ Gcrit
se = 8.73: above this value (‘lower tempera-

ture’ or ‘stronger bonds’) it will grow, and below this value, it will melt.
Outside of this ordered growth pathway, we add additional, ‘non-specific’ interactions to allow a ‘disordered’

growth pathway that will later result in stalling; in principle interactions could be added to allow for many disordered
growth pathways and configurations, but for simplicity, we only design one disordered configuration. In this
configuration, rather than a 1–6 row, a row in order (1, 5, 4, 3, 2, 6) grows, through additional non-specific
interactions that are added between the tiles in the row, and to the west edges of tiles 2–5; to avoid non-ribbon
growth pathways, tiles 1 and 6 remain in the same positions, as they have no interactions to the north and south,
respectively.

With no other interactions, while the growth of a disordered row is itself equally favorable to a disordered row,
the ordered row will allow continued favorable growth of a subsequent row, while the disordered row will not. After
an ordered row, tiles 7–12 can attach and form a row where each tile interacts with both a tile in the previous row,
and its neighbors in the new row. After a disordered row, however, tiles able to bind individually to tiles in the
disordered row would not form any bonds with each other, and tiles able to bind to their neighbors would result in
only two of the tiles, on each edge of the row and thus widely separated, interacting with the previous row. In both
cases, the resulting attachments would be unfavorable and unstable enough that growth of a full row or further
rows would be very unlikely.

In conditions where growth is sufficiently forward-biased, the combination of the favorable pathway to a full
disordered row (thus making complete detachment of the row unlikely), and the unfavorable pathways to continued
growth after a disordered row, result in a disordered row at the growth front being a local energy minimum with
substantial kinetic barriers to both growth and melting, causing growth to stall.

In order to allow a possible, but difficult, path to continued growth, we add two additional west-east interactions,
between tiles 5 and 8, and tiles 3 and 10. These interactions, determined through trial and error but explored further
in the next section, reduce the barrier to further growth after a disordered row, allowing a small, but measurable,
error rate, or rate of disordered growth, in assemblies.

2.3 Dynamic instability

Dynamic instability is a non-equilibrium phenomenon observed most famously in microtubules [89–91]. In many
conditions, microtubules show behaviors that can be reasonably described as incremental self-assembly, but with
occasional rapid disassembly events. Many detailed microscopic models of dynamic instability have been developed
over the years with varying degrees of fidelity to the underlying molecular mechanism. For example, one popular
model is the GTP cap model [92] in which the microtubule exhibits one of three phases — growth, catastrophes
and rescues. In the growth phase, tubulin dimers are added to a growing microtubule through detailed balance-
preserving self assembly dynamics much like that of the kTAM model above. However, unlike in the kTAM model,
each dimer is GTP bound and can eventually be hydrolyzed into the GDP bound state. The catastrophe phase
starts when sufficient numbers of dimers are hydrolyzed to the GDP form close to the growing tip; this results in a
dramatic disassembly of large parts of the microtubule. Rescue events — due to binding of new GTP-bound dimers
to the leading tip — then limit this disassembly to being only a partial disassembly of the microtubule. Numerous
other models that incorporate other known molecular mechanisms have been developed but qualitatively, these
three phases constitute dynamic instability.
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Here, we focus on a simple model that captures these three key features of dynamic instability and does not
attempt to model molecular details. For the system described in the previous section, growth depends on having
bonds be of strength Gse > Gcrit

se . If Gse is changed for a period of time, the dynamics of the system will change:
for example, if Gse is changed to be significantly smaller than Gcrit

se , meaning that bonds are too weak to support
growth, existing ribbons will rapidly melt. Thus, we can model a periodic change between a growth and melting
phase as a periodic change in Gse, which could be physically interpreted as either a change in temperature (with
bonds weakening as the system is heated) or a uniform change to all tiles in system.

For our simulations, we used a periodic switching of Gse, with period tcycle, that started melting phase of a low
bond strength Gmelt

se , for a time tmelt, and then spent the remaining tcycle − tmelt of each cycle in a growth phase at
a high bond strength Ggrow

se (Figure S2.1d). Thus at the beginning of each new cycle, whatever ribbon had grown
would have a heavy bias toward melting for the duration of the melting phase. We used a fixed tcycle = 3600 s,
Gmc = 16, Ggrow

se = 9.5, Gmelt
se = 8.4, and explored the effects of varying tmelt. The strength of dynamic instability

is defined by λ = tmelt. Evolution of λ was performed by a hill-climbing algorithm, starting from λ = 0, and
accepting changes to λ if the assembly rate, on 768 simulations, increased.

The stalling ribbon system, in growth-biased conditions, will tend to stall when a disordered row attaches.
With a periodic melting phase, however, there is a pathway for the disordered row at the growth front to melt
away, allowing growth to continue in the next growth phase. Overall growth rate, with dynamic instability, is thus
dependent on having melting phases of sufficient duration and frequency, and with sufficiently weak bond strength,
to ensure that disordered regions at the growth front are likely to melt, while not being so melting-biased or of
such duration that the overall melting outpaces the growth of the ribbon in the growth phase. An example of three
choices of tmelt, with too little instability (resulting in continued stalling), instability sufficient to increase overall
growth rate, and too much instability (resulting in no overall growth), is shown in Figure S2.1e.

2.4 Stalling strength and parameter evolution
The tile system in the previous section exhibits stalling when growing through non-specific pathways in conditions
favorable for growth, and when periodic decreases in bond strength are added as a form of dynamic instability, the
partial melting during those low-bond-strength periods results, for some choices of dynamic instability parameters,
in stalled, disordered regions at the growth front melting and allowing another opportunity for ordered growth
in the next high-bond-strength period. In order for this behavior to result in an increase in assembly speed and
accompanying decrease in disordered growth, and for selection for assembly speed to also decrease disordered
growth, however, the kinetic barriers involved in the stalling process must satisfy certain constraints:

• The barrier to further growth after disordered attachments must be large enough that a disordered state will
sufficiently stall further growth of the system: otherwise, optimizing for assembly speed will not select for
ordered growth.

• The barrier to further growth after disordered attachments, however, must also be small enough that a
disordered state will have some slow but significant rate at which growth will continue, incorporating the
disordered section; otherwise, disordered growth will never be incorporated into an assembly, and while
dynamic instability will increase overall growth rate by removing stalled states, there will be no error rate to
reduce.

• The barrier to a disordered region detaching and being replaced by an ordered region at the melting tempera-
ture, without any introduced dynamic instability, must be large enough that the stalled state remains stalled;
otherwise, series of disordered attachments and detachments will occur repeatedly at the growth front until
ordered attachments allows growth to continue.

The third constraint, on detachment of disordered regions, is simply satisfied in our system by disordered growth
pathways having a sufficient amount of favorable attachment steps before any unfavorable steps are necessary, and
growing with sufficiently forward-biased conditions: a complete 1, 5, 4, 3, 2, 6 row can grow with the same number
of bonds as an ordered 1, 2, 3, 4, 5, 6 row, and it is only in the subsequent row that disordered growth requires
attachments by fewer bonds than ordered growth. However, the first two constraints may depend on the specifics of
the barriers to further growth after disordered attachments, in both the number and arrangement of bonds made.

In Figure S2.2, we investigate three similar systems, with small changes to the non-specific bonds between the
disordered row and continued growth. The ‘medium barrier’ system is the same as the system in Figure S2.1.
The ‘small barrier’ system allows the same number of bonds between the two rows as the medium barrier system,



2.4. STALLING STRENGTH AND PARAMETER EVOLUTION 27

but arranges them slightly differently. The ‘large barrier’ system instead allows only two, widely separated bonds
between the disordered row and continued growth. Examples of the resulting energy landscapes, for potential least-
unfavorable pathways to a disordered row and continued growth, are shown in Figure S2.2b. All three systems
form 11 bonds for the initial, disordered row. For the subsequent row, the change in bond arrangement between
the small and medium barrier systems—intuitively, the three adjacent bonds between 1 to 7, 5 to 8, and 4 to 9
helping to stabilize the attachment of that part of the subsequent row—result in a smaller barrier for the small
barrier system, while the lack of bonds in the large barrier system results in pathways with a much larger barrier
to attachment of the subsequent row.

For a growing assembly, the determination of error rate is complicated by the growth front, which at any moment
may have disordered attachments that will not be incorporated into the assembly. For a given target size in tiles
Ntarget, only errors in the first 1

6Ntarget − 6 rows were considered, roughly corresponding to ignoring the last six
rows.

Evolution was performed by a simple hill-climbing algorithm, modifying tmelt. Starting from tmelt = 0, tcycle =
3600 s, Ggrow

se = 9.5 and Gmelt
se = 8.4, 768 assembly simulations were run for a particular set of parameters. Each

simulation was run on a 10×128 canvas until reaching a target size of 480 tiles, corresponding to approximately 40
repeats or 80 rows, or reaching a 108 s time cut-off. For each new evolutionary step, tmelt was modified by adding a
random time from a normal distribution with a standard deviation of 15 s. The change was accepted if it increased
the mean of the inverse of the times taken to reach the target size. This hill-climbing process was repeated for 200
steps; the entire evolutionary process was run 10 times.

2.4.1 Relationship to prior work on error correction in algorithmic self-assembly

The self-assembly systems presented in Chapter 2 all share the property that disordered growth through non-specific
attachments results in configurations where there is a kinetic barrier to further growth, and growth thus ‘stalls’,
while ordered growth results in configurations where growth can continue unimpeded. In principle, as our model of
tile assembly allows for tile detachments, there is also some rate at which the disordered attachments at the growth
front of a stalled assembly will detach, allowing different tiles to attach, potentially in an ordered configuration
that will allow continued growth. While this pathway is unlikely when far from equilibrium, in near-equilibrium
conditions, this process of stalling configurations detaching and allowing non-stalling configurations to attach could
serve as a form of error correction.

In tile self-assembly, and particularly in algorithmic self-assembly [93], this form of error correction has been
studied under the name of ‘proofreading’ (but note that this concept is more closely related to stalling in this
paper rather than kinetic proofreading as used in this paper). ‘Proofreading’ tile systems, which we will describe as
‘algorithmic error-correcting tile systems’ (to avoid confusion with kinetic proofreading), either transform existing
systems or design interactions such that incorrect attachments to correct assemblies will necessarily have these
kinetic properties [94–96]. A simplified form of transformation is shown in Figure S2.3. In a typical tile system
design, a location at the growth front of a correct assembly will have one tile that can attach ‘correctly’, by two
bonds, but potentially many tiles, here shown in orange, that can attach ‘incorrectly’ by one bond. Having a higher
detachment rate than attachment rate, this incorrect pathway has no barrier to proceeding back to the initial
state, but at the same time, there may be tiles allowing growth to continue by favorable, two-bond attachments,
incorporating the incorrect tile, thus ‘trapping’ the incorrect attachment in place, and, because the subsequent tile
attachments are based on the interactions of the incorrect tile, potentially changing subsequent growth entirely.

Error-correcting tile systems reduce incorrect growth by ensuring that after an incorrect attachment, further
unfavorable attachments will be required for continued growth: in the simplest case, this means ensuring that, for
any correct structure, a incorrect tile attaching by one bond where the correct tile can attach by two will not result
in adjacent sites where any tile in the system can attach by two bonds: one to the existing structure, and one to
the incorrect tile. For many systems, if considering only sites where a correct attachment is possible, this property
can be achieved through a scale-up transformation, replacing each tile in a non-error-correcting system with a 2×2
square of tiles that attach and detach individually, but have unique internal interactions [94]: in this case, where,
close to the melting temperature, an error rate of a non-error-correcting system would be expected to scale as
e−Gse , the error-correcting system will scale as e−2Gse . When considering all sites, including sites where no correct
tile can attach, or no tile can attach by two bonds and facet nucleation is possible, more complex transformations
are required [95].

Algorithmic error-correcting tile systems can be interpreted as reducing error rates by ‘stalling’ growth after
incorrect attachments, allowing continued growth after correct attachments without stalling, and having sufficiently
reversible attachments—often involving incorrect attachments that are purely unfavorable—such that the incorrect
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Figure S2.2: Tile sets with too large or too small a stalling barrier do not evolve non-equilibrium
order from speed.(a) Each self-assembling system has the same set of specific interactions, and grows as in Fig.
S2.1, but differ in their non-specific interactions: four bonds, with three adjacent, in the small barrier system, four
bonds spread across the row for the medium barrier system, and two bonds in the large barrier system. (b) The
different non-specific interactions result in different free energy barriers to disordered growth. (c) (i) Structures
and bonds for continued growth after a disordered row in each system. (ii), as dynamic instability increases (i.e.,
melting time tmelt), the small and medium barriers have less disordered growth, and the medium and large barriers
have significantly faster growth. (iii), both the medium and large barriers can have melting time tmelt evolved to
optimize speed, but only in the medium barrier system does this also decrease disordered growth.
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attachments resulting in stalling will be more likely to detach than allow further growth past the stalled state.
In contrast, the stalling systems of the chapter, on the other hand, have significant barriers to both attachment
and detachment when a disordered row attaches, with the values of Gmc and Ggrow

se used: once a disordered row is
attached, growth is likely to remain stalled until the periodic dynamic instability of Gse lowering to Gmelt

se makes
detachment favorable, as in Figure S4.4b.
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a Errors in algorithmic self-assembly

b Algorithmic self-assembly with error correction

Figure S2.3: Review of prior work on algorithmic error-correction. (a) In prior work on ‘algorithmic tile
assembly’ [97], there are locations on the growth front of a correct assembly where there are both tiles that can
attach by two bonds (gray), and tiles that can attach by only one of the two available bonds (orange). While a
tile attaching by one bond will detach much faster than it attaches, further attachments by two or more bonds
may be able to stabilize the initial attachment and allow growth to continue. (b) In the prior work on error-
correcting tile systems [94–96], interactions are such that a tile attaching by one bond will require one, or k, further
attachments by one bond before growth can continue by two-bond attachments. Error-correcting constructions can
be interpreted as stalling continued growth after disordered attachments, at a point where pathways to detachment
of the disordered tiles remain likely.



Chapter 3

Non-equilibrium homeorhesis through
resets

Homeorhesis is a generalization of homeostasis to dynamical trajectories [98]; while homeostasis refers to a system
being able to maintain a fixed state, homeorhesis refers to the ability to maintain a stereotyped trajectory between
two states. Homeorhesis has been chiefly discussed in the context of Waddington’s framework for developmental
biology [98, 99]; e.g., Waddington’s famous landscape depicts how an energy landscape can effectively reduce
variance in (developmental) trajectories from a fertilized egg to a fully developed organism.

Here, we explore an abstracted error-correcting mechanism — stochastic resets [100] — that effectively reduces
variance in trajectories through non-equilibrium dynamics rather than with a Waddington-like energy landscape.
We study an abstract model of replication in which a cell starts at a Birth state and must reach a final Division state
before dividing. These states are connected by a large number of distinct trajectories through the high-dimensional
state space of a cell, e.g. these trajectories could represent different ways of assembling macromolecular structures
[101], copying genetic information with and without errors, achieving mitotic segregation, accomplishing metabolic
tasks or other tasks at larger scales in the life of a cell. Mathematically, we assume that each path x(t) from Birth
to Division is realized with a probability distribution P [x(t)]. The completion time Trep of these trajectories, which
is also the replication time, is consequently stochastic, and we denote it’s distribution as P (Trep).

Here, we show that, under specific conditions on P (Trep), the average replication time is decreased by a Maxwell
demon that randomly resets [100] the system back to the Birth state on occasion. Critically, we argue that such
a reset mechanism also decreases the entropy of possible paths x(t) used to reach Division. Consequently, non-
equilibrium reset mechanisms speed up replication but also ensure that the Birth- Division journey is completed
in a relatively stereotyped way, i.e. non-equilibrium homeorhesis. The reduced variance in trajectories can be seen
an abstraction of the specific error correction mechanisms like kinetic proofreading and dynamic instability.

3.1 Fitness as long-term exponential growth rate

Consider a self-replicative system, an organism or a cell, with a distribution of replication times P (Trep). We define
the fitness f of such an organism to be the long-term exponential growth rate,

⟨N(t)⟩ ∼ eft

where N(t) is the number of offspring after time t.
The fitness of a self-replicative system is not simply given by 1/⟨Trep⟩ where ⟨Trep⟩ is the average replication time

from P (Trep). Such definition would be an underestimate. Slow replication (large Trep) events do not affect fitness
as much as this expression implies, since sister cells can continue dividing. Instead, we can derive an approximate
mean fitness through a recursion relationship, in contrast with other resetting models already discussed in the
literature. Let N(t) be the population size of a lineage seeded by one cell after time t with generation times for
each division drawn independently from P (Trep). The population size, ⟨N(t)⟩, averaged over many such realizations,
satisfies the recursion relationship

⟨N(t)⟩ = 2

∫ ∞

0

dTP (T )⟨N(t− T )⟩ (3.1)

31
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where the integral is over the time taken for the first division of one cell into two. Setting

⟨N(t)⟩ ∼ eft , (3.2)

where fitness f is the long-term exponential growth rate, we find

P̃ (−f) =
1

2
, (3.3)

where P̃ (w) =
∫∞
0

ewTP (T )dT is the moment generating function for P (Trep). Thus, we can find fitness f by
solving the above equation 2P̃ (−f) = 1 [102].

3.2 Resets speed up replication and decrease entropy of paths
Here, we derive conditions on general P (Trep) under which ordering spontaneously emerges in a self-replicative
system. We compute the fitness in the presence of resetting mechanisms at time Tr, f(Tr), defining the distribution
of times Pneq(Trep) in the presence of resets and computing its moment generating function. For simplicity of
notation, P (Trep) is the equilibrium distribution P eq(Trep). We then find an expression for the reset time Tr that
optimizes f(Tr).

Demon resets at time Tr: definitions

Let us consider a Maxwell demon that randomly resets at time Tr. We can define the probability distribution of
replication times cutting all times larger than Tr as

P r(Trep) =
P (Trep)

a(Tr)
if 0 ≤ Trep < Tr, 0 otherwise

a(Tr) =

∫ Tr

0

P (Trep)dTrep .

The moment generating function reads

P̃ r(w) =

∫ ∞

0

ewTrepP r(Trep)dTrep

=
1

a

∫ Tr

0

ewTrepP (Trep)dTrep (3.4)

Note that a(Tr), a for brevity, is the probability of not getting lost, i.e. picking a trajectory of length shorter
than Tr and serves as the normalization factor for P r(Trep).

Probability distribution of times with resets

We can calculate how the distribution of times P (Trep) is modified when a demon resets at time Tr, giving Pneq(Trep)

Pneq(Trep) = aP r(Trep) + (1− a)aP r(Trep − Tr)

+ (1− a)2aP r(Trep − 2Tr)

+ (1− a)3aP r(Trep − 3Tr) + . . . (3.5)

where P r(t) ̸= 0 only for 0 ≤ t < Tr; thus each term is non-zero in a distinct interval of Trep: being lost only once
happens with probability (1 − a)a, as seen in the factor multiplying P r(Trep − Tr) which is non-zero only in the
interval Trep ∈ [Tr, 2Tr), possible sequence of events are sketched in Fig. S3.1(a).

The moment generating function for Pneq(Trep) is P̃neq(w) =
∫
ewTrepPneq(Trep)dTrep as follows,

P̃neq(w) = aP̃ r(w) + (1− a)aewTr P̃ r(w)

+ (1− a)2ae2wTr P̃ r(w) + (1− a)3ae3wTr + . . .

= aP̃ r(w)[1 + (1− a)ewTr + (1− a)2e2wTr + . . .]

=
aP̃ r(w)

1− (1− a)ewTr
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Figure S3.1: Resets are beneficial only for wide distributions of replication times. (a) The relationship
between the sequence of events and terms in Eq. 3.5 is sketched to show the intuition behind Eq. 3.5. (b) (i) The
residual y = (LHS− RHS) of the inequality in Eq. 3.17 is plotted as function of reset time Tr and for different
values of variance — see colorbar: when y > 0, resets are beneficial, i.e. increase replication speed. We find
that y > 0 for some choices of Tr for the Log-normal and Fréchet distribution. (ii) The fold-change in replication
speed (Eq. 3.11) is shown for different choices of variance parameters and for different probability distributions of
replication times: Normal, Weibull, Log-normal, Fréchet and Gumbel. The order ∆S∗ with the optimal demon is
computed as in Eq. 3.9 imposing Eq. 3.12, which sets the constraint for an optimal demon (f∗, T ∗

r ). In the case
where resets provide a fitness benefit, for Log-normal and Fréchet, the optimal reset time is shown in the plots
(grey, right y-axis). We fix the mean of all distributions to unity, but for the plots with the Fréchet distribution in
(ii).

where P̃ r(w) =
∫∞
0

ewTrepP r(Trep)dTrep = 1
a(Tr)

∫ Tr

0
ewTrepP (Trep)dTrep. Hence, this simplifies to

P̃neq(w) =
aw

1− (1− aewTr
(3.6)

with aw(Tr) =
∫ Tr

0
ewTrepP (Trep)dTrep. In the formula above we drop the dependence on Tr for both a and aw to
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ease the notation.

3.2.1 Resets decrease the entropy of paths

Paths are defined as sequences of states, x ∈ {ABDEFG,ACY TGS, . . . }, while trajectories are the combination of
a path with its respective replication time drawn from P (Trep): {(x1, t1), (x2, t2), . . . }, defining a joint distribution
P [x(t), t].

The order imposed by the demon is measured by the reduction in the entropy of paths x ∈ {ABDEFG,ACY TGS, . . . }
successfully taken from start to finish without being reset. Denote by P eq[x(t)] the distribution of paths taken in
the absence of the demon, and by Pneq[x(t)] the distribution in the presence of a demon that resets at a time Tr.
We seek to compute the Kullback-Leibler (KL) divergence between these two distributions:

∆S ≡ DKL (P
neq[x(t)]||P eq[x(t)]) . (3.7)

To obtain Pneq[x(t)], consider the joint distributions of paths and completion times in the absence of resets:
P eq(x, t). The demon acts to kill any pair (x, t) with t > Tr; consequently, we can write the joint distribution in
the presence of resets, Pneq(x, t), as1

Pneq(x, t) =
1

C
P eq[x(t)]P eq(t|x) [1−Θ(t− Tr)]

where Θ is the Heaviside function, C is a constant to ensure normalisation, and we have split P eq(x, t) into the
marginal P eq[x(t)] and the conditional P eq(t|x). Note that the time t refers only to the time between the last reset
and completion; it does not include the time lost due to futile cycling.

The unknown constant of proportionality C is found by normalisation,
∑

x

∫∞
0

dt Pneq(x, t) = 1:

C =
∑

x

∫ Tr

0

dt P eq(x, t) =

∫ Tr

0

dt P eq(t)

︸ ︷︷ ︸
a(Tr)

which gives us Pneq[x(t)] by marginalising out t:

Pneq[x(t)] =
1

a(Tr)
P eq[x(t)]

∫ Tr

0

dt P eq(t|x)
︸ ︷︷ ︸

z(Tr|x)

(3.8)

where we have introduced the conditional probability of not getting lost, z(Tr|x). Then,

∆S =
∑

x

Pneq[x(t)] ln
Pneq[x(t)]

P eq[x(t)]

=
∑

x

Pneq[x(t)] ln
z(Tr|x)
a(Tr)

= − ln a(Tr) +
∑

x

Pneq[x(t)] ln z(Tr|x)

≤ − ln a(Tr) (3.9)

In the last step, note that 0 < z < 1, and so ln z < 0. We conclude that ∆S is at most − ln a, and the bound is
saturated when z(Tr|x) = 1 ∀x s.t. Pneq[x(t)] > 0. This latter condition is satisfied when, for instance, each path
x is completed in a deterministic time (i.e. P0(t|x) is a delta-function for all x).

1For the calculation of the entropy of paths, we assume that the non-equilibrium distribution Pneq [x(t)] is composed of paths going
from the initial to the final state after resetting has happened, i.e. not taking into account the loops going back to the initial state. This
assumption is supported by real systems, as self-assembly, where the order created by resets depends on the structure that is assembled
after the previous one has been destabilized, not on the details of the disassembling process. Hence, the non-equilibrium distribution
can be written as the distribution after resetting at time Tr, Pneq [x(t)] = P r[x(t)].
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3.2.2 Resets speed up replication

Fitness of a resetting demon

To find the fitness f(Tr) in the presence of such resets at time Tr, we use Eqs. 3.3 and 3.6 to find,

2a(Tr)P̃
r(−f(Tr)) = 1− (1− a(Tr))e

−f(Tr)Tr (3.10)

which can be simplified to given an equation for fitness f(T ) in the presence of a demon that resets at time T :

2

∫ Tr

0

e−f(Tr)TrepP (Trep)dTrep = 1− (1− a(Tr))e
−f(Tr)Tr . (3.11)

Optimal fitness

To find the reset time Tr that confers optimal fitness f∗, we differentiate the equation above with respect to Tr

and set df/dTr = 0. We get,

2e−f(Tr)TrP (Tr) = ∂Tr
a(Tr)e

−f(Tr)Tr + (1− a(Tr))e
−f(Tr)Trf(Tr)

but since ∂Tr
a(Tr) = P (Tr), we get

f∗(T ∗
r ) =

P (T ∗
r )

1− a(T ∗
r )

(3.12)

for the optimal fitness f∗ and the corresponding optimal reset time Tr∗.
Solving Equation 3.11 and 3.12 together for the two unknowns f, Tr will give us the optimal f∗, T ∗

r . Note that
the equations involve the CDF a(Tr) and a partial transform

∫ Tr

0
e−fTrepP (Trep) of P (Trep).

When do resets speed up replication?

Here we derive a condition on when resets are beneficial to fitness when we consider the approximation of fitness
as mean time. The mean time after including resets at time Tr is

⟨Trep⟩Tr
=

∫ Tr

0

TrepP (Trep)dTrep + plost(Tr)(Tr + ⟨Trep⟩Tr
) (3.13)

where plost(Tr) =
∫∞
Tr

P (Trep)dTrep. Solving, we get — using t instead of Trep inside the following integrals for ease
of notation

⟨Trep⟩Tr
=

1

1− plost(Tr)

(∫ Tr

0

tP (t)dt+ plost(Tr)Tr

)
(3.14)

A demon that resets at time Tr is beneficial only if ⟨Trep⟩Tr
< ⟨Trep⟩∞ ≡ E(Trep). That leads to

1

1− plost(Tr)

(∫ Tr

0

tP (t)dt+ plost(Tr)Tr

)
<

∫ ∞

0

tP (t)dt

∫ Tr

0

tP (t)dt + plost(Tr)Tr <

∫ ∞

0

tP (t)dt

− plost(Tr)

∫ ∞

0

tP (t)dt (3.15)

plost(Tr)Tr <

∫ ∞

Tr

tP (t)dt− plost(Tr)

∫ ∞

0

tP (t)dt
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which simplifies to
∫ ∞

Tr

tP (t)dt > Plost(Tr)

(
Tr +

∫ ∞

0

tP (t)dt

)
(3.16)

E(Trep| lost) > Tr +

∫ ∞

0

tP (t)dt (3.17)

= Tr + E(Trep) (3.18)
= Tr + [(1− Plost)E(Trep| not lost) + PlostE(Trep| lost)] (3.19)

E(Trep| lost) >
Tr

1− Plost
+ E(Trep| not lost) . (3.20)

The numerical implementation of this condition shows good agreement with when the resets are beneficial to fitness,
yet being approximate, see Fig. S3.1(b)-i where the condition is computed for different probability distributions
P (Trep).

Numerical criterion

The fitness can be computed numerically via Eq. 3.11 as function of the reset time Tr to determine whether a
resetting demon is beneficial to the replication speed, once a distribution of times P (Trep) is assumed. The fold
change in fitness f(Tr)/f0 resulting from different distributions P (Trep) (Gaussian, Weibull, Fréchet and Gumbel)
is shown in Fig. S3.1(b)-ii.

3.3 Minimal model of templated replication: two δ functions

We work out the case of
P (Trep) = (1− µ)δ(Trep − τf ) + µδ(Trep − τs) (3.21)

with τs = kτf and k > 1 so that τf < τs and τf , τs represent fast and slow replication times, respectively. The
optimal reset time is Tr ≈ τf . We find that from the above condition Eq. 3.17 for evolution of resetting translates
to

τs
τf

> 1 +
1

1− µ
,

(3.22)

and the order (Eq. 3.9)
∆S = DKL(P

neq||P eq) = − log(1− µ) . (3.23)

Spontaneous order and dissipation diverge as µ → 1, which requires strong stalling effects τs
τf

→ ∞.

We find the moment generating function to be P̃ (w) = (1− µ)ewτf + µewkτf . Let us assume resets at time Tr

with τf < Tr < kτf . The distribution of generation times with resets is then given by

Pneq(Trep) = (1− µ)δ(Trep − τf ) + µ(1− µ)δ(Trep − (Tr + τf ))

+ µ2(1− µ)δ(Trep − (2Tr + τf ))

+ µ3(1− µ)δ(Trep − (3Tr + τf )) + . . . (3.24)

where subsequent terms represent n reset events, due to n attempted long trajectories with probability µn, followed
by attempting the fast trajectory with probability 1− µ. The corresponding moment generating function is,

P̃neq(w) =
(1− µ)ewτf

1− µewTr
(3.25)

The templated replication case The above example of two δ functions can be rewritten as a model of
templated replication: consider the case of templated replication of a sequence of length L with mutation rate µ.
The relevant trajectories are:

1. RR . . . R (correct sequence, fast completion time τf ) with τf ∼ Lτ0, pf = (1− µ)L ≈ 1− µL,
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2. RR . . . RWR . . . R (sequence with errors, slow completion time τs) with τs ∼ (L − 1)τ0 + τstall, ps = µL,
summed over the class of all trajectories with one mistake W in them.

With these definitions, the equation for fitness benefit of resets Eq. 3.17 gives
∫ ∞

Tr

TrepP (Trep)dTrep = µL(Lτ0 + τstall)

∫ ∞

Tr

P (Trep)dTrep = µL

∫ ∞

0

TrepP (Trep)dTrep = µL(Lτ0 + τstall) + (1− µL)(Lτ0)

= Lτ0 + µLτstall +O(L2) (3.26)

and

µL(Lτ0 + τstall) > µL(Lτ0 + µLτstall + Tr)

τstall(1− µL) > Tr (3.27)

hence, using again Tr ≈ τf

τstall >
Lτ0

1− µL

∆S = DKL(P
neq||P eq) = − log(1− µL) ≈ µL . (3.28)

3.4 Results for other distributions P eq(Trep)

In the following we define different distribution of replication times used in Fig. S3.1(b) where for simplicity of
notation P (τ) is the distribution of replication times P eq(Trep).

Gaussian

We first test these ideas in the simple case of Gaussian distributed replication times, P (τ) = N (µ, σ). The moment
generating function is P̃ (w) = eµw+σ2w2/2.

Eq. 3.11 reduces to

2

∫ Tr

0

e−f(Tr)τP (τ)dτ = e
1
2 f(fσ

2−2µ)

(
erf
(
µ− fσ2

√
2σ

)
+ erf

(
fσ2 − µ+ Tr√

2σ

))

a(Tr) =
1

2
erfc

(
µ− Tr√

2σ

)
. (3.29)

In our analysis, we consider the normal distribution with centered mean µ = 1, and values of variance σ in the
interval [0.8, 1.5].

Log-normal

We consider the log-normal distribution with mean fixed to 1 (exp
(
µ+ σ2

2

)
= 1)

P (τ) =
1

τσ
√
2π

exp

(
− (log τ + σ2

2 )2

2σ2

)
. (3.30)

In our analysis, we explore values of σ in the interval [0.6, 2].
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Weibull

The Weibull distribution with mean fixed to 1 (λΓ(1 + 1/k) = 1) reads

P (τ) = kΓ(1 + 1/k) (τΓ(1 + 1/k))
k−1

exp
[
−(τΓ(1 + 1/k))k

]
(3.31)

where Γ(x) is the gamma function, and we vary k in the interval [1.3, 2.5].

Fréchet

In our analysis, we fix the value of µ = 0 and β = 0.5 and consider α in the interval [0.5, 2]. Note that the mean
diverges for α ≤ 1 and the variance diverges for α ≤ 2.

P (τ) =
α

β
exp

[
−
(
τ − µ

β

)−α
](

τ − µ

β

)−(α+1)

(3.32)

In order to solve the integrals in Eq. 3.17, we fixed the mean to 1, and vary parameters in a regime such that
the mean does not diverge, α ∈ [1.3, 3]. For the rest of the analysis, the mean is allowed to vary, and also diverge
since α ≤ 1 as stated above.

Gumbel

The Gumbel distribution with mean fixed to 1 (µ+ βγ = 1) reads

P (τ) =
1

β
exp

[
−τ − (1− βγ)

β
+ exp

(
−τ − (1− βγ)

β

)]
, (3.33)

where γ is the Euler-Mascheroni constant, and we vary β in the range [0.5, 2.5].

3.5 Relation to reset literature

Resets have been extensively explored in prior literature — see [100] for a review — in fields ranging from e.g.
computer algorithms [103, 104] to biology [105, 106] and ecology [107]. First, studies within statistical physics
[100, 108] involved diffusion processes in continuous spaces. Technical generalization including going beyond
Poisson-distributed reset times [109–111]. Non-equilibrium statistical physics approaches have also considered
the dissipation inherent to the detailed balance-breaking resetting procedure [112–114].

Our results on resets builds on these works and stands out in a couple of ways.

1. While the prior literature focused on the impact of resets on the speed up in a search, our claim is that not
only resets contribute to a reduction in the distribution of replication times [114], but also to a reduction in
the entropy of the paths taken, see Eq. 3.9 where we derive a bound for the entropy of paths, then used to
numerically compute the order. Other works [112–114] looked at the thermodynamic cost of the resetting
process, but the reduction in entropy discussed in those cases is directly linked to the resetting process itself,
e.g. a diffusing particle that is reset at position x0 will have lower entropy in its position after resetting [112].
[114] brought this forward by identifying conditions under which resetting increases or reduces the entropy of
the completion time distribution. Our interest here is in the reduction in entropy of paths, which we associate
with the apparent evolution of order.

2. In particular, restart processes have been used to describe backtracking and cleavage in RNA replication
[105], the focus being on building diffusion processes with resetting in recovery times —defined as mean first
passage times to an absorbing state — and accessing recovery time distributions. The connection between
resets and DNA replication is brought up as a future research direction in the Discussion section of [115],
expanding the use of resets from speeding up the search of a target [116] to being linked to the unbinding
rate of the wrongly inserted nucleotide. Our work focuses on the interaction between stalling and kinetic
proofreading is formalize a connection to the theory of resets, and broadly make a link between resetting and
error-correcting mechanisms in biology and self-assembly. The link with kinetic proofreading is made explicit
in the two δ-function toy model, see Eqs. 3.26, 3.27 and 3.28 and Fig. 5 in the main paper.
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3. In our work we identify a condition, Eq. 3.17, for which resetting is beneficial to fitness — as defined in Eq.
3.3. This condition is positing a constraint on the distribution of replication times: the average time cost
of slow trajectories must be large and the probability of taking these slow trajectories must be small. This
condition has some resonance with the inspection paradox, which is connected to stochastic resetting in [117]:
resets provides a mechanism to escape the long time intervals of the inspection paradox, reducing sampling
bias, hence the waiting time.

4. Our work focuses on self-replicating systems, thus resetting acts on replication times, where a lineage fitness
is not the mean of the first passage time distribution as considered in prior works, but rather a different biased
average defined by Eq. 3.3 that is weighted towards the faster trajectories [102]. Even though the effect of
resetting is fully determined by the distribution of replication rimes and of resetting times (Eq. 3.6), the
renewal approach developed in [118, 119] can also be used to compute the way the resetting process affects
fitness.
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Chapter 4

Spontaneous pressure to dissipate

4.1 Equilibrium and non-equilibrium error correction

Hopfield and Ninio’s model of kinetic proofreading [3, 120] are often celebrated as an example of non-equilibrium
dynamics being exploited to achieve error correction in enzymatic reactions. However, dissipation is not neither
necessary nor sufficient for suppressing errors — in fact, in several contexts, e.g. seeded crystal growth, templated
polymerization [121] — being near equilibrium results in fewer errors than being far from equilibrium.

Here we contrast different families of error correcting mechanisms that achieve the same amount of order through
different amounts of dissipation. We find three key results:

(i) selection for speed preferentially selects for more dissipative mechanisms over less dissipative mechanisms,
even when they result in the same amount of order.

(ii) this effect can be understood in terms of a balance between the time savings by reducing errors, e.g. less
time spent stalled, and the time cost of error correction; dissipation reduces the latter.

(iii) the above effects result in a spontaneous pressure to dissipate due to fast self-replication, even without any
selection on increased order; we estimate this pressure by introducing a fitness cost of dissipation that prevents the
evolution of increased order.

4.1.1 Comparing reversible and irreversible error correction

We compare two distinct models of error correction in templated replication:

1. an ‘irreverisble’ model of error correction, i.e. kinetic proofreading in which misincorporated nucleotides are
removed by exonuclease activity. Note that exonuclease activity is not simply the microscopical reversal
of the forward polymerase activity; as a consequence, kinetic proofreading models always have loops of
paths connecting enzyme-substrate states as seen in the looped network as shown in Fig. S4.1(a.ii) used for
simulations in this section.

2. a ‘reversible’ model of error correction in which misincoporated nucleotides must be removed by the micro-
scopic reversal of the polymerization pathway itself. Such a model, shown in Fig. S4.1(a.i), has no loops of
paths connecting enzyme-substrate states.

Note that the ‘reversible’ model is a less dissipative mode of error correction: it is most effective at correcting
errors when it is operated near equilibrium, while the irreversible kinetic proofreading model, with loops, is most
effective when strongly driven out of equilibrium.

We compare these two models at a value of error rate that is achievable by both of them. Fig. S4.1(a.iii) shows
that the irreversible error correction mechanism, i.e. kinetic proofreading models with loops, replicate templates
faster — and would thus be evolutionarily prefered — than reversible mechanisms that achieve the same error rate.
Note that this effect cannot be explained by the usual picture of dissipation being needed to reduce error rates, e.g.
because of the second law, since both networks are being compared when they achieve the same error rate. The
speed to replicate defined in Fig. S4.1(a.iii) is computed as in Eq. 1.19 with τstall = 5 and is compared between
the equilibrium network (N = 2) and three values of the driving force in the loop network (N = 6), ϕ = 15, 17
and ϕ = 19, at the same error rate µ = 0.02. Note that when τstall ≫ 1, the curves asymptote to µτstall for large
µ, which pushes the networks to have the same speed when compared at the same, large value of error rate where

41
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Figure S4.1: Fast replication preferentially selects for more dissipative order-maintaining mechanisms.
(a) We compare polymerases (i) that remove errors by microscopically reversing polymerization pathways and (ii)
with exonuclease-based error-correction, i.e. use alternative irreversible pathways. Reversible error correction is
achieved in silico with a network of size N = 2 (linear), while for irreversible error correction we choose a network of
N = 6 (with loops). We fix the stalling time to be τstall = 5. Upon selecting for speed, both networks evolve towards
lower error rate. However, when compared at the same error rate µ = 0.02, more dissipative mechanisms have higher
replication speed. (b) We compare reversible and irreversible error correction in self-assembly: (i) through near-
equilibrium self-assembly that exploits the microscopic reversal of assembly pathways, and (ii) through dynamic
instability that uses distinct irreversible disassembly pathways. Both mechanisms reduce defects while speeding up
assembly; but the assembly speed of dynamic instability-based dissipative mechanisms is higher when compared at
the same defect rate µ = 0.01.

the reversible error correction curve (N = 2) lies, see e.g. Fig. 2(a)iii (main text). Hence, even if increasing the
stalling time reduces the differences between the speed, the networks with loops are always faster then linear one,
until τstall ∼ 105 where the speeds are all comparable.

4.1.2 Preference for dissipative error correction
To quantitatively understand the preference for irreversible error correction seen above, we consider continuously
varying the non-equilibrium driving force in an error correcting mechanism.

Consider a lineage with a looped kinetic proofreading-based error correction mechanism, driven out of equilib-
rium to an extent ϕ, that replicates at a rate F = 1/Trep with

Trep = Ltnostall(µ) + Lµτstall (4.1)

Here tnostall(µ) is the time taken by a proofreading network, with non-equilibrium drive ϕ, to achieve a mutation
rate µ without accounting for stalling, as calculated in many prior works [2, 3, 11].

A given change in mutation rate δµ results in a change in fitness,

∆F

∆µ
= − 1

Trep2

(
L
∆tnostall(µ)

∆µ
+ Lτstall

)
(4.2)

The first term here, ∆tnostall(µ)
∆µ , is the slope of the speed-error trade-off of proofreading models in the absence of

stalling, i.e. the slope of the intuitive trade-off explored in prior literature [11, 21, 120, 122, 123] and also plotted



4.1. EQUILIBRIUM AND NON-EQUILIBRIUM ERROR CORRECTION 43

(i) (ii)

Speed benefits of higher dissipation

10
−4

10
−2

10
0

10
1

10
3

10
5

10
7

N = 6

Error rate

=

Driving force φ

0 2 4 6

−800

−600

−400

−200

high φ

low φ

Figure S4.2: Fast replication preferentially selects for more dissipative order-maintaining mechanisms.
(c) The preference for dissipative error correction in proofreading can be understood from how dtnostall/dµ depends
on the driving force, ϕ. (i) Plots of the time to replicate with no stalling tnostall as a function of error rate µ shown
for an N = 6 proofreading network driven out of equilibrium to two different extents ϕ. Both curves show that
reducing error by an amount ∆µ costs time ∆tnostall, but the time cost is lower for highly driven ϕ networks. (ii)
The derivative dtnostall/dµ is plotted as a function of the driving force ϕ for the same network of size N = 6. Thus
more dissipative mechanisms achieve the same error correction at a smaller cost in time.

in Fig. S4.2. The derivative ∂tnostall(µ)
∂µ is computed numerically in a proofreading network of the type introduced

in Sec. 1.1.3 with N = 6 and τstall = 5× 103, keeping the error rate in the range [0.02, 0.0202]. As seen there, this
slope ∆tnostall(µ)

∆µ is negative and increases as the non-equilibrium drive ϕ in the proofreading network is increased.
Hence, the fitness increase ∆F due to a given reduction ∆µ is higher if that reduction was achieved by a more

dissipative proofreading mechanism, rather than less dissipative mechanism. Intuitively, dissipative mechanisms
achieve the same reduction ∆µ using a smaller increase in the time cost ∆tnostall(µ) error correction.

4.1.3 Penalty for dissipation
The above results suggest that fast self-replication can produce a spontaneous selection pressure sϵ on living
organisms to dissipate more energy rather than less; note that this pressure is not just the often-discussed energy
cost of accuracy since the above results show a (speed) advantage for more dissipative systems, even when compared
at fixed accuracy. We call this effect a ‘spontaneous pressure’ to dissipate since this selection pressure is intrinsic
to exponential growth due to self-replication, even without assuming any fitness advantage of accuracy.

We can quantify this spontaneous selection pressure to dissipate by introducing a fitness penalty for dissipation
as shown in Fig. S4.3. That is, we now assume that the fitness function includes a cost proportional to the
dissipation rate ϵ,

F (q) = 1/Trep − qϵ . (4.3)

We carried out in silico evolution of proofreading networks as earlier but with this modified fitness function.
That is, we took a random copier network as defined in Sec. 1.1.4 of size N = 3 and carried out in silico evolution
with the parameters defined in Tab. S1.1.

The error rate and the entropy dissipation rate can be measured as function of evolutionary time for different
values of q: if q is small, then there is almost no effect of the dissipation cost; if q is large then the dissipation cost
is so large that evolution does not result in lower error rates µ or in higher dissipation. In between, there exists a
crossover qc for which the error rate starts dropping from the equilibrium value e−∆ and the entropy dissipation
rate starts increasing. The value of qc can be estimated by screening across different values of q, monitoring changes
in error rate and entropy dissipation rate, which give two independently measured estimates of qc reported in panel
(iii) of Fig. S4.3. Since qc is the dissipation penalty at which fast self-replication no longer selects for higher
accuracy, we can interpret qc to be a measure of the spontaneous pressure to dissipate. To see this, note that
dF (q)
dϵ =

dTrep−1

dϵ − q; at qc,
dF (q)
dϵ = 0 and hence qc ∼

dTrep−1

dϵ .
Fig. S4.3(iii) shows that qc and hence the spontaneous pressure to dissipate increases with the stalling time

τstall. More broadly, outside of templated replication, we expect this pressure to dissipate to scale with the variance
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of the distribution of replication times as discussed in the section of resets.

Figure S4.3: In silico evolution with fitness penalty for dissipation To study the effect of a fitness penalty for
dissipation we introduce a cost proportional to dissipation, qϵ, in the fitness function, Eq. 1.8, introducing a pressure
between time minimization and dissipation. The in-silico evolution is performed for a proofreading network of size
N = 3 and τstall = 103 as in Sec. 1.1.4, but with the new fitness function including the fitness cost qϵ, in addition
to minimizing time. The effect of such a fitness cost of dissipation is explored for (i) error rate µ, (ii) entropy
dissipation rate ϵ, which are shown as function of the evolutionary time. Beyond some critical cost of dissipation
qc, in silico evolution no longer evolves proofreading mechanisms, i.e. low µ or high ϵ. (iii) The crossover cost qc is
identified numerically as the value of q for which error rate no longer decreases or at which dissipation no longer
increases. We measure qc as function of the stalling time, τstall, and show that it increases with stalling time; the
dashed line is qc ∼ τ2stall. This crossover cost qc can be interpreted as the spontaneous fitness pressure to dissipate
due to fast self-replication.

4.2 Self-assembly

4.2.1 Reversible and irreversible error correction in self-assembly
The paper explored dynamic instability as a mechanism of error correction in self-assembly. This mechanism
corrects errors by introducing new disassembly pathways that are not simply the microscopic reversible of assembly
pathways.

However, errors in self-assembly can also be corrected by an alternative near-equilibrium reversible mechanism.
If assembly is carried out close to the melting temperature, errors can be corrected by simply reversing assembly
pathways with a high frequency. Unlike dynamic instability, this mechanism is most effective when self-assembly
is carried out near equilibrium with minimal non-equilibrium drive and dissipation. As with templated replication
earlier, reversible error correction models do not contain loops of pathways, while irreversible dynamic instability
models do contain loops since they introduce novel disassembly pathways.

To explore this possibility of reversible near-equilibrium error correction and compare it to irreversible dynamic
instability, constant bond strength simulations were run using the medium barrier system with Gmc = 16, and Gse
ranging from 8.75 to 10 in increments of 0.05. At each point, 3,072 simulations of individual assemblies were run,
up to a target size of 480 tiles, with a maximum time cutoff of 108 seconds. The results are shown in S4.4a.

At high enough constant bond strength (equivalently, low fixed temperature), growth becomes essentially disor-
dered, as kinetic barriers to disordered attachments are easily surmounted: increasing bond strength from Gse = 9.5
to 10, assembly rate increases, but most rows contain errors. At around Gse = 9.4, the stalling effect of disordered
growth is strongest, and growth is both slow and error-prone. Decreasing bond strength from this point, while in-
dividual tile attachments become less forward-biased, the rate at which stalled structures will have disordered tiles
detach increases, resulting in both an overall in growth rate, and decrease in error rate, as structures become more
likely to escape stalled states through detachments. This trend continues to slightly above the critical Gcrit

se = 8.73:
below that point, while error rates remain near the theoretical minimum estimate of e−Gcrit

se ∼ 10−4, growth speed
decreases as the reduction in stalling no longer outpaces the reduction in the un-stalled growth rate of the system.
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Figure S4.4c shows the highest growth achievable for a target error rate, choosing the optimal Gse constant-
bond-strength growth and optimal tmelt for growth with dynamic instability, corresponding to the plots in S4.4a
and b. While, in the simulated conditions, lower error rates (below 10−3 per row) can be achieved with constant-
temperature growth than for growth with dynamic instability, for a range of error rates, centered around 10−2 per
row, dynamic instability allows the system to grow faster than it would grow at any constant temperature. This
comparison also only considers dynamic instability with a fixed period (3600 s), Ggrow

se , and Gmelt
se , varying only

tmelt. It is likely that optimizing all parameters would result in lower error rates, and faster growth.
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Figure S4.4: Preferential evolution of irreversible error correction over reversible mechanisms in self-
assembly (a) Reversible error correction mechanism: At near-melting point conditions (Gse ∼ Gcrit

se = 8.73), errors
(red columns = disordered rows) are disassembled through fluctuations that microscopically reverse the assembly
pathways. Consequently, the error rate (fraction of disordered rows) is lower for Gse ∼ Gcrit

se = 8.73 (red curve on
right) than when assembly is strongly forward biased (e.g., Gse ∼ 10). The assembly rate (black curves) shows
complex non-monotonic behavior; assembly rate initially decreases with increasing Gse (i.e., lowered temperature)
because disordered rows are created more frequently and stall further growth. However, at even larger Gse (i.e.,
even lower temperatures), the stalling effect itself is reduced and assembly proceeds past disordered rows with
ease. (b) Irreversible dynamic instability corrects errors by disassembly pathways distinct from the reversal of
assembly pathways; in our model, disassembly and assembly occur in alternating time periods of high and low
temperature (i.e., low and high Gse). Assembly rate is maximal for a specific length of the melting Gmelt

se phase
while the probability of continued disordered growth decreases with increasing Gmelt

se phase time. (c) Reversible
error correction results in lower assembly rates than the irreversible dynamic instability-based error correction when
compared at the same achieved error rate (defined as the fraction of disordered rows in completed assemblies).
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