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The mechanics of DNA bending on intermediate length scale®{100 nm) plays a key role in
many cellular processes, and is also important in the fabriation of artificial DNA structures, but
prior experimental studies of DNA mechanics have focused olonger length scales than these.
We use high-resolution atomic force microscopy on individal DNA molecules to obtain a direct
measurement of the bending energy function appropriate foiscales down to> nm. Our measure-
ments imply that the elastic energy of highly bent DNA confomations is lower than predicted by
classical elasticity models such as the wormlike chain (WLmodel. For example, we found that
on short length scales, spontaneous large-angle bends areny times more prevalent than pre-
dicted by WLC. We test our data and model with an interlocking set of consistency checks. Our
analysis also shows how our model is compatible with prior gperiments, which have sometimes
been viewed as confirming WLC.

The WLC model of DNA conformation is an effective theory tidgalizes the macromolecule as an
inextensible elastic rod, and attributes to its bendingaeétions a classical (Hooke-law type) elastic
energy cost. The WLC has come to dominate physical disaussibdouble-stranded DNA mechanics,
due in part to its simplicity and its successful descriptarexperiments such as force spectroscopy
on single DNA molecules [1, 2, 3]. Because of these notaldeesses, classical elasticity models like
WLC (and its generalizations to include twist stiffnessydn@aeen the framework for many studies of
DNA mechanics. But prior tests of WLC via DNA stretching, mio force microscopy (AFM), and
other methods have been largely insensitive to the detailgohanics in the intermediate-scale regime

crucial for cellular function, from chromosomal DNA paclag, to transcription, gene regulation, and



viral packaging [4, 5, 6]. A quantitative understanding o€ls interactions requires a model of DNA
bending applicable on these biologically relevant lengthiles.

Below we will argue that the successes of WLC actually anemfthe long length scales probed
by the classic experiments, rather than from any true uyidericlassical elasticity of DNA, and we
will give short-scale measurements that do not agree wéltptkdictions of WLC. It may seem that a
more general model, capable of embracing both our new ddttharclassic earlier experiments, would
necessarily contain many more unknown parameters than \WIoChe contrary, the model we will

propose is as simple as WLC.

Results

The WLC. More precisely, WLC can be formulated by representing eacticcmation as a chain of
segments of length and assigning to it an elastic energy cost of the fdfgy. = %kBT (£/0)(6;)2,
whered; is the angle between successive segment orientatjcansd?; ,; in radians kg7 is the ther-
mal energy, ang =~ 50 nm is an effective elastic constant describing the chagssstance to bending
(see also Supplementary Information Sect. A). We call teisding energy function classical (or “har-
monic”) because it is a quadratic function of the strainalale 6;. The probability distribution of
bends is then given by the Boltzmann distributigt¥, ;1 |£;) = ¢~ exp[—Ew.c(0;)/ksT], whereq is
a normalization constant.

The choice of a harmonic energy functidfy,, . makes the WLC angular distribution gaussian.

However, even iff(#) is not harmonic, nevertheless the angular distributioi, , |#;) will approach



a gaussian form at large separatidns= n/, because the iterated convolution of any distribution with
itself converges to a gaussian. That is, even if non-harenelastic behavior is present, it will be hidden
on long length scales by thermal fluctuations, giving risa theory that behaves like WLC. Thus, to
investigate whetheFE (0) is harmonic we must measure it directly on the length scalatefest, and

not on some much longer scale.

AFM measurements of DNA contours. We argued above that to look behind the WLC model, we must
examine length scales that aret much longer than the few-nanometer scale of the molecuig dit-
ficult to obtain full three-dimensional views of equilibniuconformations of DNA in solution with the
required resolution. But under appropriate conditions ACadheres to a mica surface weakly enough
that DNA—mica interactions are believed not to affect thairlstatistics [7]; we will argue below that
our molecules indeed adopted two dimensional equilibriomf@rmations. We captured these by using
AFM, following procedures outlined in Ref. [8] but with sificant improvements in image analysis
(see “Methods” below and Supplementary Information Sekt.Fy. 1a shows a representative image
of DNA on mica, taken by tapping-mode AFM in air. The use ofagharp silicon tips allowed to
obtain a very high resolution; for example, Fidp. displays a cross-sectional DNA height profile with a
half width at half maximum of only 2.5 nm.

Despite our many precautions, we realized that potentiadlignts occur upon DNA adsorption
that could potentially generate spurious results. Forrdeson, we first made some detailed, model-
independent theoretical predictions and checked thattieey well obeyed by our data. As a first check,

we measured the mean-square separation of pairs of poatetbat contour lengthands+ L from the



end of the molecule, averaging oveand over all observed contours. We call this quarni#ys s+ 1)),

and examine its behavior as a function of the contour lengplastionl, between the points (Figa2

If the chain conformations are indeed equilibrated, andefffiective elastic energy function is local,
then this function must take a particular form (see Supplearg Information Sect. A.3). Indeed,
as Fig. 2 shows, we found that the data follow this prediction verylwélNe can also define the
tangent-tangent correlatiofeos 05 s+ 1), Whereé, ., is the angle between tangent vectors at a pair
of points separated h¥. If the chains’ conformations are equilibrated, then tligelation must fall
with contour separatiol ase~%/(%). Fig. 2b shows that this prediction, too, is well satisfied, with
¢ = 54nm. Together these two tests confirm that, at least overheseles less than 200 nm, our
contours reflect equilibrium 2D chain conformations, egiag an observation of Rivetti et al. [7].

The statistical measures in Figa,B are model-independent; they do not distinguish between dif
ferent forms of the local elastic energ@y(#). Therefore, we next measured the probability distribution
function G(#; 5 nm) of various bend angles at points separated by contour léngth Fig. Z shows
the negative logarithm of this histogram. The resultingveumeasures the effective bending energy
E(0)/kgT, coarse-grained to the scdlg,, = 5nm. As explained above, WLC predicts that this func-
tion will be quadratic, regardless of the value/pf,,. Instead, Fig. & shows that the coarse-grained
bending energy is far from being a quadratic function of tefletttion angled. At large angles we
instead see thah G(#) is nearly linear ird. These results can be stated differently by saying tha¢larg
angular deflections between points separated by 5nm werg 8ddimes more frequent in our data

than the prediction of WLC (Table 1).



Anharmonic model. We constructed a local-elasticity model, with an effecbemding energy function
chosen to mimic the behavior seen in Fig. Zhis model falls into a large class we have named “Sub-
Elastic Chain” (SEC), because it describes a polymer chéim rgsponse to bending that, for large
deflection, is softer than the usual harmonic model [9]. Ompigcal energy function that summarizes
the data is a “linear SEC:”

ELSEC(Q) =« ‘9’ kT, (1)

wherea is a dimensionless constant that depends on the chosenrsdgngthl. We chose = 2.5nm
and adjusted to fit the long-distance correlatiofi(#; 30 nm), yielding « = 6.8. Then we reasoned
that if indeed our contours represent equilibrium confdioms of an elastic body, and in particular
if successive chain elements are independently distdbateording to Eq. (1), then the angle-angle
correlations at all separations > /.., must be computable from that rule, with no further fitting.
Fig. 3 tests our predictions fak(#; L), and also for the end-to-end distributidti( R; L) defined in
Fig. 1c. The remaining five curves in Fig. 3 are zero-fit-parametedistions of our model and are
observed to describe the data very well. The fact that ouplsiodel passes the interlocking set
of hurdles represented by the six curves in Fig. 3 is furth@mg evidence that we indeed measured
spontaneous, equilibrium conformational fluctuationsrabierized by Eq. (1), and not an instrumental
artifact or a surface-adsorption effect. Moreover, in lkegpvith the expectations raised earlier, these
figures show that at large contour-length separations ttalition of bending angles does converge
to that expected from WLC.

Our model correctly reproduces existing successes of Wb€ekample, the force—extension rela-



tion in our model is experimentally indistinguishable frémat of WLC, as is the rate of cyclization for

linear constructs longer than a few persistence lengtlesspplementary Information Sect. D).

Discussion

Earlier authors have reported that AFM images confirm thabdmed DNA follows a two dimesional
WLC distribution [7]. Indeed we agree, when DNA is viewed ond length scales. But we find signifi-
cant deviations from WLC on shorter, biologically releydanhgth scales. It is possible in principle that
surface adsorption and local defects on mica could congpingodify the apparent elasticity of DNA.
Our many checks and controls make this unlikely, howeveardkample, those shown in Figsa,b).
Other experiments not involving AFM, as well as moleculamdations, also point to a modification of
WLC qualitatively similar to the one we report here (see $eimentary Information Sect. A.5).

Our empirical, effective bending energy function, embddie Eq. (1), is as simple as WLC, and
yet unlike WLC it accurately describes the observed bemasidNA on multiple length scales, at
both high and low curvature. In particular, it is a usefultitg point for the description of regulatory
loops and other mesoscale DNA complexes. Our generic vieiypaa models of SEC type, may be
applicable to other stiff biopolymers as well.

The form of the effective, coarse-grained energy functiat e find (Eqg. (1)) may come as a sur-
prise, but in fact there is precedent for functions of thisrfoFor example, the overstretching transition
of DNA reveals a plateau in the force—extension relatioeatd by a transition between effective links

of two different types, with different values of the rise fasepair [10]. Another transition leads to a



nearly constant axiabrque as DNA under tension is twisted [11]. Although these draciéinsitions
occur in the lab at high external stresses, they will alsauospontaneously, albeit infrequently, and
may in fact mediate important functions of DNA [12, 13]. Byadwgy, we can imagine a transition
between two or more conformers with different bend angles{iffness), for example, the bent, but
still basepaired, state constructed long ago by Crick and)K14]. Increasing the bending stress on
a tract of the molecule could then alter the coexistence dmtvihe conformers, leading to a plateau
in the stress—strain relation, or in other words an effetiVinear energy function for bend. There
may be a threshold for the onset of this approximately linesgtravior—the effective elastic energy
function may have a harmonic (parabolic) region at smaNature. But we found that the harmonic-
elasticity regime, if any, is small (see Supplementary imi@tion Sect. D.4). In any case, the presence
of such a regime is not needed to account for previously knfaets about DNA mechanics (see also
Supplementary Information Sect. D).

An alternative possibility is that “bare” DNA elasticity man fact be harmonic, but it is “dressed”
into a nonharmonic form by electrostatic effects which halveady saturated at the lowest ’gcon-
centrations we studied. For example, Rouzina and Bloompfieldosed that the presence of multivalent
cations in solution could lead to transient kinking of DNA]1 Because their effect is nonlocal only
over about 6 basepairs, it would appear local when coalisegrdo length scales longer than about
2nm, and hence can be described using the methods of this pageed, one benefit of our coarse-
grained approach is that our empirical effective energytion is useful even before we resolve its

mechanistic origin.



One key application of this work is to biological systems,endhDNA-protein complexes are im-
portant for the molecular scale function of the cell. Manyhaus have assumed that for small loops,
where thermal fluctuations may be neglected, classical dwimrod elasticity is still applicable. On
the contrary, we suggest that WLC, when it is useful, agualves its applicability to the existence
of thermal fluctuations; when fluctuations can be negledtezh we must use a non-harmonic energy
function like Eq. (1).

In summary, we have argued that the short-length-scale distribution function must be measured
directly, not extrapolated from long-length-scale meaments. We made such measurements, and
showed that the probability of spontaneous sharp bendiagless of magnitude higher than predicted
by WLC. But we found that a surprisingly simple coarse-gedirelasticity theory is quantitatively
accurate, both for describing spontaneous conformatituratliations of DNA on length scales relevant
for looping and nucleosome formation (5 nm and longer), anthie force—extension of DNA and other

long-length-scale phenomena.

Methods

See also Supplementary Information Sect. B.

Sample preparation and AFM. DNA samples were prepared for AFM imaging by depositing 5ng
2743-bp linear double-stranded DNA (pGEM-3Z, Promegajtdd in6 | of 10 mmTris—HCI (pH 8.0),
supplemented with either 6, 12, 30, or 150rivigCls, onto freshly cleaved muscovite-form mica of

grade V1 and V4 (SPI, West Chester PA USA), following eadigthors [7, 8, 16]. After approximately



30s, the mica was washed with MilliQ-filtered water and blogrig in a gentle stream of nitrogen
gas. Samples were imaged in air at room temperature and tymith a NanoScope llla (Digital
Instruments, Santa Barbara, CA, USA), operating in tappiagle with a type E scanner, with pixel
size (grid spacing) of 1.95 nm. Background correction ciedi of fitting a second-order polynomial to
every line in the AFM image. Tapping mode SuperSharpSilifos, type SSS-NCH-8 (NanoSensors,
Neuchatel, Switzerland) were used. Some of the experimgats done using a commercial AFM
from Nanotec Electronica operating in dynamic mode (segteamentary information). For both the
Digital Instruments setup and the configuration from Naod@kectronica we obtained similar results,
thus excluding artifacts caused by the imaging instrument.

The surface and DNA were free of any salt deposits or protajpurities, and very clean images
of DNA were obtained. Furthermore, we studied the effectegfairing possible nicks using ligase,
examined various qualities of mica and systematicallyeghtihe concentration of Mg in the solution.
None of these variations altered our conclusions (see 8oppitary Information Sect. B.1 and Table 1).
We note that Mg concentrations at the lower end of the range we checked rearefound to reduce

the persistence length of DNA only slightly [17, 18].

Image analysis. Our image-analysis software was custom developed withdhtéplar goal of analyz-

ing the local bend angles. The DNA molecules were tracedaatioally (but with human supervision)
using a custom code in Matlab. Chain tracing was initiated aser-determined initial point and trial
tangent direction. The algorithm is described in the Suppletary Information Sect. B; its output was

a representation of the DNA contours as chaingyopairs separated by contour length nm (Fig. k).
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Data Analysis.  To reduce the effects of noise, we looked at the real-spagaraions of points
separated by at least 3 steps (7.5 nm; see Fig.&hd the angular difference between tangent vectors
defined by next-nearest neighbors and separated by at\waastdps (5nm; see Figsc and 3a). We
also applied the same procedures to virtual chains geueogteur Monte Carlo code (Supplementary
Information, Sect. C), and made appropriate comparisons.

We performed extensive tests to support our interpretaifdhe data. We checked by eye that our
contour-tracking software faithfully followed the contsuand we sent simulated WLC data, including
noise and tip-induced broadening, through our image-pging and analysis software to confirm that
the resulting WLC-based contours didt generate distributions resembling our experimental daga (
Fig. 2c and Supplementary Information). Moreover, we checked tiratalternative hypothesis of
nonequilibrium adsorption of a WLC-distributed chain te gurface does not explain our experimental

data (Supplementary Information, Sect. E).
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Figure Captions

Fig. 1. High-resolution AFM images and tracing. Data showerevtaken on V4-grade mica with
12mm Mg?*t; see Supplementary Information for other surfaces anccealtentrationsa. A 0.5um

x 0.5 um AFM image (256x 256 pixels) 0f2743 bp dsDNA deposited on mica;rangel.5 nm. Scale
bar, 100 nm.b. Cross section of the DNA molecule, showing a half width af haximum of only
2.5nm.c. Detail of (a), showing also the chain of points determined by our autothim@ge analysis
routine and illustrating geometric quantities discussethe text. Successive points are separated by
¢ = 2.5nm. The end-end distributioA’ (R; L) is the probability distribution of real-space separation
R among points separated by contour lendgthin the example in the center of the figure we take
L = 4 x 2.5nm. The angle distributiorz(#; L) is the probability distribution of angles between

tangents (short blue arrows) separated.bwhich in the example on the right of the figure3is 2.5 nm.

Fig. 2: Checks of equilibrium adsorption and failure of WL@& short length scalesa,b. Plots of
((Rs s+1)%) and(cos 6 s+ 1) from experimental datadfts), together with model-independent predic-
tions assuming = 54 nm (curves). c. Dots: Negative logarithm of the observed probability distributi
functionG(0; L=>5nm), a measure of the effective bending energy at this lengtle stanits ofkgT'.

The graph is a histogram, computed using experimentallgrobd DNA contours with total length
about240,000 nm, or a total of abou$4,000 pairs of tangent vectors. The error bars represent ex-
pected,/n error in bin populations due to finite sample siz@ashed curve: The same quantity for

curves drawn from the distribution appropriate to the wakenthain, with persistence length equal to
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that used to draw the curves (a,b). Although the two distributions agree qualitatively at Ideflec-
tion 6, they disagree at large angles: WLC predicts far fewer saieldeflections than were observed.
Solid black curve:  The same quantity when a sample of wormlike-chain configuratwas gener-
ated numerically and converted to simulated AFM data, thibjested to the same image analysis that

yielded the experimental dots.

Fig. 3: The nonharmonic elasticity model of Eq. (1) simuttansly fits many statistical properties of the
experimental dataa. Negative logarithm of the probability distribution furati G(¢; L) for the angle

f between tangents separated by contour ledgtfor L = 5nm (red), 10 nm purple), and 30 nm
(blue). The dots are experimental data; the red dots, and the ngeafhithe error bars, are the same
as in Fig. 2. Solid curves: Monte Carlo evaluation of this correlation function in ouodel (Eq. (1)).
Dashed curves: Monte Carlo evaluation of the same correlation in WLC withgigtence lengtlf =
54nm. The dashed curves are all parabolas. The red dashed line same as in Figc2 Although
WLC can reproduce the observed correlation at long sepastiat short and medium separation it
understates the prevalence of large-angle behdkogarithm of the probability distribution function
K(R; L), expressed in nmt, for the real-space distandebetween points separated by contour length
L = 7.5nm (red), 15nm (purple), and50 nm (blue). As in (@), WLC correctly captures the long-
distance behavior but understates large bending (leaditgyrdge shortening) at separations less than

about half a persistence length.
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Table Caption

Table 1: Incidence of bends that are large 1.1 rad) or medium-largeX 0.8rad), at contour sepa-
rations L = 5nm and10 nm. The first three rows this table restate points made in ¢herapanying
graphs: Each of the columns labeled “fraction” shows thatdata disagree significantly with the pre-
dictions of WLC (Fig. 2), but agree with our model (FigaR The angles quoted refer to the angle
between the vectorisandi’ in Fig. 1c. Row 1: Experimental results from our main data. The large ab-
solute numbers emphasize that our conclusions are notyrEséd upon a handful of imagéow 2:
Expected results from a Monte Carlo evaluation of WLC withhsggtence lengtlf = 54 nm. Row 3:
Expected results from Monte Carlo evaluation of our modehwlie same long-scale behavior. The
remaining rows show results of control experiments and aendetailed calculation (see also Supple-
mentary Information).Row 4: Experimental data obtained using DNA incubated with ligdRew 5:
Experimental data obtained when DNA was adsorbed to V1egraita. Row 6: Numerical results
when WLC configurations generated by the Monte Carlo code @pwere converted to simulated

AFM traces and then sent through our image analysis (sotieedn Fig. Z, and Fig. S8).
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Points separated bly=>5nm

Points sep. by, =10 nm

# pairs|| #large| frac.x10* || #med| frac.x10* # pairs || #large | frac.x10%
Exp. data 93895 82 | 8.7 746 | 79 92725 969 | 100
WLC 3122109 91 | 0.29 6848 | 22 3105187 || 17678 | 57
LSEC,Eq. (1) 2922111 2756 | 9.4 21809 | 75 2906273 || 28773 | 99
Exp.,Ligase 51303 42 | 8.2 469 | 91 50699 467 | 92
Exp., V1 30597 18 1 5.9 263 | 86 30263 326 | 110
WLC,sim. 200152 11 | 0.55 568 | 28 185164 1089 | 59
Table 1:
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Supplementary Information

A Theory

A.1 Scope of model

Because of thermal fluctuations, a polymer chain at room ¢gatpre will be bent. WLC and our
model both predict that the molecule’s observed confoimnativill be drawn from a certain probability
distribution of shapes, obtained by combining bends thsteid according to Boltzmann statistics with
some energy functiof’(6). Our task is to evaluat& () from data.

A comprehensive theory of DNA bending on short length scalest also include the twist degrees
of freedom [1], as well as inhomaogeneities from sequencg][2ndeed, recent cyclization experiments
suggest that the harmonic-elasticity model for the twispomse of DNA also overstates the energetic
cost of twist when curvature is high [4]. Thus, it seems ljkilat the twist energy function must be
modified in a manner analogous to the one we have proposetdddrending energy. We leave this
generalization to future work. For the random sequencesiestthere, we expect bending anisotropy
to be a small effect for behavior on length scales greater tha helical pitch of 3.5nm. Sequence
dependent curvature, in natural DNA and in modified conséruath nonstandard bases, has been
observed in AFM studies [5, 6]; again we leave the extensioauo model to include sequence to

future work.

A.2 Scale dependence in equilibrium statistical physics

Here we briefly elaborate on some ideas of scale dependercgiilibrium statistical physics, applied
to our problem.

The conformation of a macromolecule like DNA can usefullydescribed on any of several length
scales. Thatis, when describing the molecule’s behaviarlength scalé.,,, larger than the size of in-

dividual atoms, we can often simplify our description by gimang the macromolecule to be composed
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of effective elements of some siZeshorter thar/.,. Simple effective interactions among the ele-
ments then suffice to reproduce the collective behavioreftblecule, despite its underlying structural
complexity [7].

We choose to examine the conformation of DNA only on scalegdo than the apparent width
lexp = 5nm shown in Fig. b. The mesoscopic theory describes only a reduced set ofSeaarined
degrees of freedom,” describing the overall behavior aleskby experiments on scales longer than
loxp. 1IN OUr case, the mesoscopic degree of freedom is an angteilileg the orientation of each
successive link in a two-dimensional chain.

We expect to be able to describe our system’s physical behawvi scales> /.., by an effec-
tive mesoscopic model, discretized at some sédleat is shorter thad.,,,. We chose/ = 2.5nm;
other choices would also work. The model is characterizedrbyeffective elastic-energy function”
E({6;};¢). (In the main text we suppressed mention of the séaleecause it was always fixed to
2.5nm.) The effective model could in principle be derived by &araging process, starting with an
underlying microscopic model. In practice, however, one @féen impose symmetries that restrict the
possible forms of the functiof’ to the point where it can be directly obtained from experitnas we
do here. For example, the bending energy functions we cenaig@ symmetric undeér— —6 (except
in Sect. D.2 below).

The assumption of local interactions requires comment.hB®L.C and our model assume that
each joint bends independently of the others; the effecisraj-range electrostatic interactions and
conformational cooperativity, if any, are assumed to balésrant for behavior on length scales greater
than /., which in our experiments was as small as 5nm. In typicalestlconditions, where the
Debye screening length is less than 5 nm, this assumpti@asonable. Then the distribution function
g(tiy1|t;) completely determines all polymer distribution functiomsd observables. Even if there
are nonlocal interactions at the microscopic level (fomegke reflecting conformational cooperativity
between the physical subunits [8]), nevertheless there stithpe a length scale beyond which these
are unimportant. Thus we consider locality as a hypothesisdt, by dropping any possible nonlocal

terms inE, that is, by takingl = Y, E(0;; ¢) wheref); is the bending angle at positian Hence the
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bend angle distributions all take the form given in the meuxi:t
g(tir1lti) = ¢ exp[—E(6;)/ksT], 2

In WLC, the relation between discretizations on differetdlss is extremely simple: The energy
functions E(0; 1) = (£/2¢1)6?, discretized orty, and E(0; () = (£/2(2)6?, discretized orfs, give
equivalent results on length scales longer than either /5. In other local elasticity models, however,
the relation is not so simple. In fact, our work illustrategemeral result from renormalization-group
theory: Models that are different when viewed on one scalg b@anearly indistinguishable when
viewed on longer scales (for example, see Fig. 2 in Ref. [${iclv shows the evolution of a non-
harmonic elastic model to apparently WLC form as the lengéiesis increased).

Because the discretization scéles to some extent arbitrary, not all apparent differencas/éen
effective elastic energy functions with differefiare physically significant. In particular, our energy
function E\ s (6; 2.5nm) = «|f|kgT is nonanalytic (it has a sharp pointéat= 0), but this feature is
not physically significant: We could have derived the sameabior from a different-looking model,
discretized with?’ = 5nm. That theory’s effective elastic energy function can beimed by taking
the convolution ok~ FLsec(®)/ksT with jtself; it does not have a sharp pointéat= 0, although it does
retain the characteristic linear behavior at larger(Indeed this function is essentially the solid red
curve in Fig. &) What is physically significant are predictions on expemtally measurable scales
that differ from the predictions of WLC.

Even if the molecule is externally confined, analysis of imformations may still give useful
information about the free bending-energy function. Fomragle, adsorption of the molecule to a
planar surface may leave it free to bend within the planehdihd¢ase we may expect that the appropriate
distribution will be given by an effective bending energydtion restricted to tangent vectors in the

plane but with the same general form as the one appropriatadiecules in free solution.
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A.3 Model-independent tests

Given any two-dimensional, local-elasticity model chaegized byg(%;,1|t;), we define the persistence
length¢ by (cos 0 c4¢) = e~¥/(2). Then for separations greater than the segment lefhgte have

(cos O s+ 1) = e~ /(%) and [9]
<(Rs,s+L)2> = 4¢ (L + 2£(e—L/(2£) _ 1)) )

This formula was also used by Rivetti et al. [10], who consedeonly the particular case of WLC.

A.4 Tests that distinguish different models

In the class of models we study, the angle-angle correlatioreighboring chain segments determines
all statistical properties of the polymer. We chose to exentioth the angle-angle correlatiGif; L)

of points at arbitrary separation, and the distributié(R; L) of real-space distanck between pairs
of points at fixed arc-length separatién The distributionG has a more direct physical meaning than
K. However, K is less sensitive tha&' to small errors in point placement potentially made by the
image-analysis software, so it serves as a useful additarek on our results. Fig. 3 shows that the
predictions of our model for both distributions are suctidssith no further fitting, once the single
parametern is chosen to reproduce the largedata. WLC cannot be made to fit all length scales

simultaneously.

A.5 Relation to other work

The detailed, atomic-length-scale response of a macramleldo external stresses is complex; for
example, DNA in protein complexes has long been known tolmvkinked conformations [11, 12].
The idea that DNA may undergo local elastic breakdown ungtareal stress is not new or sur-
prising. But the implications of such breakdown fgoontaneous fluctuations, and the use of those
fluctuations to measure the mesoscale effective bendingyefnction, have received little attention,

despite some hints in earlier, less detailed measuremeatexample, small but significant deviation
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from WLC behavior at distances less tharman be seen in data on the moments of the tangent angle
distribution [10]. The behavior we found in the angle-angberelation was also partly visible in ear-
lier, lower-resolution AFM studies [13]. More recently,dvgroups wrote DNA models incorporating
elastic breakdown at high curvature [14, 15] (see also [I§, Although these “spontaneous kinking”
models differ in detail, they describe essentially simjhysics. Both suppose that DNA has a normal
conformation with harmonic bend elasticity, but can poprsgoneously into an alternate, highly flexible
conformation (for example via local DNA melting [14]). Theexgy needed for this conformational
change is a new model parameter, which the authors set byndiimyaagreement with recent mea-
surements on the cyclization of 96-basepair constructs4JL8Recently, however, these experimental
results have been called into question [19], and in any ¢aesapproach does not empirically determine
the form of the bending energy function, as we have done here.

Du et al. did attempt an indirect determination of the begdinergy function [19]. They tabulated
the incidence of various static bends in DNA-protein commgdelisted in the Protein Database, then
used these frequencies as a rough guide to the bending arfaigy DNA itself. Although they noted
that the bend frequencies in complexed DNA are not expeceitee quantitatively with those of
free DNA, nevertheless their bending energy function and dave similar qualitative features (see
Sect. D.5).

Shroff et al. experimentally measured the fluctuation bimasf short loops containing a force
reporter, and found that the bending stress needed to @eettea loop is much smaller than predicted
by WLC, but in rough accord with our prediction [20, 9]. Filyah recent all-atom molecular dynamics
simulation of open DNA has also shown an unexpectedly higldénce of spontaneous, large-angle
bends [21].

Our experiments do not show the detailed molecular straatfithe sharp bends. Yan and Marko
proposed that they could be melted segments [14]. Sponiamaslting is known to occur in DNA un-
der large negative superhelical stress, but in our expaitsr2NA was linear and non-constrained, and
therefore no superhelical stress can be present. Withdeitrat stress, even single basepair opening

events are rare [22]. Also, DNA melting is not seen in the ghends that occur in molecular dynamics
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simulations of DNA minicircles [23]. Similarly, recent sutations of open DNA show a high incidence
of spontaneous, large-angle bends without any breakingaaé®i—Crick pairs [21]. Indeed, even the
kinks observed experimentally in protein~-DNA complex staues, for example the one in Ref. [12],
do not appear to be melted. This situation may not be reldeamur case, because the DNA—protein
contacts create a special ionic environment for the DNA. &alysis of the mechanism of ethidium
intercalation in DNA has also concluded thiafore the ethidium binds, the DNA undergoes a sponta-
neous kinking transition that breaks no Watson—Crick gaus 25]. Finally, when a tight loop forms
between two operator sites, several regularly spacedplghdefined sites of DNAse hypersensitivity
appear [26]. If the DNA underwent a complete elastic breakgownve would expect only a single,
poorly defined site of sensitivity to digestion.

The main text suggested the alternative hypothesis of antbeynamic coexistence of alternate
conformers, some of them bent. Long ago, Song and Schurr thadelosely related proposal that
measured differences between the static and dynamicest#fés of DNA could be explained by a com-

plex energy landscape associated with small deflectioris [27

B Materials and Methods

B.1 Sample preparation, AFM imaging, and control experimens

The construct used in our experiments is pPGEM-3Z (Prome@hg sequence is shown in Table S1.
This natural DNA does not contain phased A-tracts, whicld ledarge intrinsic bends [28]. A variety
of experimental and theoretical works have shown that,d&ndom DNA, sequence inhomogeneity can
simply be regarded as effectively giving a contributionte persistence length (reviewed in [29]), and
indeed this contribution itself appears to be small [30]sWdl inspection of the images showed that
the surface and the DNA were free of any salt deposits or ipratgpurities, which could potentially
introduce large bends in the adhered DNA molecules.

Standard checks showed that DNA molecules were equilithraie described in the main text.

Different salt concentrations yielded the sar@g); L) distribution (Fig. S1). Use of [Mg] lower
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than 6 mv yielded loosely bound DNA molecules. The lack of a strongstrength dependence argues
against a model of total elastic breakdown: The resultirgshends would be strongly electrostatically
suppressed at low ionic strength [21]. Ref. [31] gives aao#tudy of the influence of ionic conditions
on adsorbed DNA.

It could be argued that the presence of nicks may induce ksgeds in the contour of adsorbed DNA
molecules. To address this issue, we grew the commercisinideapGEM-3Z in bacteria, minimizing
already the presence of nicks. The plasmid was linearizé¢ldl BamH | and Sca | leading to sticky
and blunt ends respectively. Then we incubated both samapte<E. coli DNA ligase (New England
Biolabs, Ipswich, MA, USA). This ligase is extremely ineffint in ligating blunt ends. Therefore no
band shift was detected in the blunt-ends sample, wherdaarasbift was detected in the control sticky-
ends one (data not shown). This experiment confirmed thdigadion reaction worked properly; hence
we expect a nick-free sample. Ligase-treated samples shibvweesame results as described in the main
text (Fig. S2 and Table 1).

We also compared the highest available mica quality (grabet&/the results on V4 mica reported
in the main text; the results were similar (Fig. S3 and Table 1

Ultra-sharp tips occasionally caused physical breakad2N# molecules. This was evidenced in
further scans. These artifacts were detected at salt coatiens lower than used to generate the data
in the main text. Nevertheless, to test if spurious brealse @osignificant issue for us, we reasoned
that this phenomenon if present would induce a correlatewéeen large-angle bends and the absolute
orientation of the DNA chain: There would be more large-angénds when the chain is oriented
perpendicular to the raster scan lines. Fig. S4 shows tligictncern was not realized at the salt

concentration used to obtain the data in the main text.
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51
101
151
201
251
301
351
401
451
501
551
601
651
701
751
801
851
901
951
1001
1051
1101
1151
1201
1251
1301
1351

GGGCGAATTC GAGCTCGGTA
CATGCAAGCT TGAGTATTCT
ATGGTCATAG CTGITTCCTG
ACAACATACG AGCCGGAAGC
GTGAGCTAAC TCACATTAAT
GGGAAACCTG TCGTGCCAGC
GAGGCGGTTT GCGTATTGGG
CTGCGCTCGG TCGTTCGECT
GGTAATACGG TTATCCACAG
GAGCAAAAGG CCAGCAAAAG
GCGTTTTTCC ATAGGCTCCG
CTCAAGTCAG AGGTGGCGAA
TTCCCCCTGG AAGCTCCCTC
ACCGGATACC TGTCCGCCTT
TAGCTCACGC TGTAGGTATC
TGGGCTGTGT GCACGAACCC
GGTAACTATC GICTTGAGTC
GGCAGCAGCC ACTGGTAACA
CTACAGAGTT CTTGAAGTGG
GTATTTGGTA TCTGCGCTCT
TGGTAGCTCT TGATCCGGCA
TTGTTTGCAA GCAGCAGATT
CCTTTGATCT TTTCTACGGG
TTAAGGGATT TTGGTCATGA
TTTTAAATTA AAAATGAAGT
ACTTGGICTG ACAGTTACCA
GATCTGTCTA TTTCGTTCAT
TAACTACGAT ACGGGAGGEC

CCCGGGGATC CTCTAGAGTC GACCTGCAGG
ATAGTGTCAC CTAAATAGCT TGGCGTAATC
TGTGAAATTG TTATCCGCTC ACAATTCCAC
ATAAAGTGTA AAGCCTGGGG TGCCTAATGA
TGCGTTGCGC TCACTGCCCG CTTTCCAGTC
TGCATTAATG AATCGGCCAA CGCGCGGGGA
CGCTCTTCCG CTTCCTCGCT CACTGACTCG
GCGGCGAGCG GTATCAGCTC ACTCAAAGGC
AATCAGGGGA TAACGCAGGA AAGAACATGT
GCCAGGAACC GTAAAAAGGC CGCGTTGCTG
CCCCCCTGAC GAGCATCACA AAAATCGACG
ACCCGACAGG ACTATAAAGA TACCAGGCGT
GTGCGCTCTC CTGTTCCGAC CCTGCCGCTT
TCTCCCTTCG GGAAGCGTGG CGCTTTCTCA
TCAGTTCGGT GTAGGTCGIT CGCTCCAAGC
CCCGTTCAGC CCGACCGCTG CGCCTTATCC
CAACCCGGTA AGACACGACT TATCGCCACT
GGATTAGCAG AGCGAGGTAT GTAGGCGGTG
TGGCCTAACT ACGGCTACAC TAGAAGAACA
GCTGAAGCCA GTTACCTTCG GAAAAAGAGT
AACAAACCAC CGCTGGTAGC GGTGGTTTTT
ACGCGCAGAA AAAAAGGATC TCAAGAAGAT
GTCTGACGCT CAGTGGAACG AAAACTCACG
GATTATCAAA AAGGATCTTC ACCTAGATCC
TTTAAATCAA TCTAAAGTAT ATATGAGTAA
ATGCTTAATC AGTGAGGCAC CTATCTCAGC
CCATAGTTGC CTGACTCCCC GICGTGTAGA
TTACCATCTG GCCCCAGTGC TGCAATGATA

1401
1451
1501
1551
1601
1651
1701
1751
1801
1851
1901
1951
2001
2051
2101
2151
2201
2251
2301
2351
2401
2451
2501
2551
2601
2651
2701

CCGCGAGACC
AGCCGGAAGG
TCCAGTCTAT
AATAGTTTGC
CTCGTCGTTT
GAGTTACATG
CCTCCGATCG
TATGGCAGCA
TTTCTGTGAC
CGGCGACCGA
ACATAGCAGA
GAAAACTCTC
ACTCGTGCAC
TGGGTGAGCA
CGACACGGAA
AGCATTTATC
TTAGAAAAAT
CACCTGACGT
AGGCGTATCA
AAACCTCTGA
CGGATGCCGG
GGGTGTCGEG
AGTGCACCAT
ACCGCATCAG
CGATCGGTGC
TGCTGCAAGG

CACGCTCACC GGCTCCAGAT TTATCAGCAA
GCCGAGCGCA GAAGTGGTCC TGCAACTTTA
TAATTGITGC CGGGAAGCTA GAGTAAGTAG
GCAACGTTGT TGCCATTGCT ACAGGCATCG
GGTATGGCTT CATTCAGCTC CGGTTCCCAA
ATCCCCCATG TTGTGCAAAA AAGCGGTTAG
TTGTCAGAAG TAAGTTGGCC GCAGTGITAT
CTGCATAATT CTCTTACTGT CATGCCATCC
TGGTGAGTAC TCAACCAAGT CATTCTGAGA
GITGCTCTTG CCCGGCGTCA ATACGGGATA
ACTTTAAAAG TGCTCATCAT TGGAAAACGT
AAGGATCTTA CCGCTGTTGA GATCCAGTTC
CCAACTGATC TTCAGCATCT TTTACTTTCA
AAAACAGGAA GGCAAAATGC CGCAAAAAAG
ATGTTGAATA CTCATACTCT TCCTTTTTCA
AGGGTITATTG TCTCATGAGC GGATACATAT
AAACAAATAG GGGTTCCGCG CACATTTCCC
CTAAGAAACC ATTATTATCA TGACATTAAC
CGAGGCCCTT TCGICTCGCG CGITTCGGTG
CACATGCAGC TCCCGGAGAC GGTCACAGCT
GAGCAGACAA GCCCGTCAGG GCGCGTCAGC
GCTGGCTTAA CTATGCGGCA TCAGAGCAGA
ATGCGGTGTG AAATACCGCA CAGATGCGTA
GCGCCATTCG CCATTCAGGC TGCGCAACTG
GGGCCTCTTC GCTATTACGC CAGCTGGCGA
CGATTAAGTT GGGTAACGCC AGGGITTTCC

TAAACCAGCC
TCCGCCTCCA
TTCGCCAGTT
TGGTGTCACG
CGATCAAGGC
CTCCTTCGGT
CACTCATGGT
GTAAGATGCT
ATAGIGTATG
ATACCGCGCC
TCTTCGGGEEC
GATGTAACCC
CCAGCGTTTC
GGAATAAGGG
ATATTATTGA
TTGAATGTAT
CGAAAAGTGC
CTATAAAAAT
ATGACGGTGA
TGICTGTAAG
GGGTGITGGEC
TTGTACTGAG
AGGAGAAAAT
TTGGGAAGGG
AAGGGGGATG
CAGTCACGAC

GTTGTAAAAC GACGGCCAGT GAATTGTAAT ACGACTCACT ATA

Table S1:DNA sequence used.
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Figure S1:Imaging DNA with a range of salt concentrations does not a@lte conclusions. These figures shaifd; L)
for [Mg®"] = 6mm (red), 12mm (purple), 30 mm (blue), and150 mm (green). For comparison, thdashed black curve is
the prediction of WLC (same as dashed lines in F&). Panela: L=5nm. Paneb: L=10nm.

Figure S2:The same graphs as Fig. 3, except that the dots reflect expedhdata for DNA incubated with ligase to repair

possible nicks.
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Figure S3:The same graphs as Fig. 3, except that the dots reflect exgaehuata taken on V1-grade mica.

log, frequency

Figure S4:The incidence of large-angle bends is not correlated wiyhpamticular direction. The graph is a 2D histogram

giving the frequency of bends versus both bend angle andwbswientation of the tangent relative to the AFM rastea N

preference for large-angle bends with any particular ¢aiéon is seen.
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Figure S5:Tracing algorithm i) A trial point is placed 2.5 nm from the current point in thettiangent direction(ii) The

z height data is interpolated along a segment, centered omigh@oint, normal to the trial tangent, and 10 nm in length.
(iif) The z-weighted center (Eqg. (3)) is computed along this segm@ntA new trial tangent is defined by the ray connecting
the current point and the center.(v) Steps i-iv are repeated three times in togl) The new current point is defined 2.5 nm

along the current trial tangent from the current point.

B.2 Image analysis

The algorithm alluded to in the main text is as followig:A trial point is placed 2.5 nm from the current
point in the trial tangent direction(ii) The z height data is interpolated along a segment, centered on

the trial point, normal to the trial tangent, and 10 nm in kndiii) The z-weighted center
. 10 nm
Xz center = / ds Z(f) f(s), (3)
0

is computed along this segment, whefer) is the localz height até andds is the differential arc length
along the segment defined by (s)} (Fig. S&). (iv) A new trial tangent is defined by the ray connecting
the current point and the center.(v) Stepsi-iv are repeated three times in tot@li) The next point is
then defined by moving.5 nm along the current trial tangent from the current poing(H%). This

process is repeated until the end of the chain is reachea apbrator manually terminates the trace.
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C Monte Carlo evaluation of models

C.1 Monte Carlo code

Our Monte Carlo code was implementedulathematicaOur code generated sets of discrete 2D chains
with random bends chosen from a Boltzmann distributionh&itd) given by Eyy.c Or Ersgc. The
required probability distribution functions were then qmited and compared to those extracted from
the AFM images. Various analytic treatments also permitetraduation of such distribution functions
[32, 33, 34, 35, 36].

Each chain began at a random angle relative tocthgis. We did not enforce an excluded-volume
constraint, which is not expected to be a significant effecttie short separations we studied. The pa-
rameters{ for WLC, anda for our model) were manually adjusted to fit the long-distadistribution

G.

C.2 Simulated data

The experimental limitations of atomic force microscopyitithe resolution at which the surface con-
formation of DNA can be determined. The experimental tramdyg correspond to the physical con-

formation above a resolution limit. In this paper, we havalgred the statistics of DNA at the 5 nm

length scale (even though the AFM height measurements wpegated by only 1.95 nm), because we
can show that, at this resolution, the measured chain tstatigflect the underlying conformation of

the chain rather than tracing artifacts.

Several important factors contribute to the resolutionitlirpixelation, tip radius, and noise. To
investigate the importance of these three factors, we g&eiextensive simulated AFM data using
WLC statistics and then traced using the same algorithm waamed for tracing the real experimental
data (Sect. B.2). This procedure allowed us to charactdérzeffects of pixelation, tip radius, and noise
and argue that the measured deviations from the WLC modeladréue to limitations in experimental

resolution.
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1nm

0nm

Figure S6:a. Example of experimental AFM dataolor) with inferred DNA contourgblack dots). b. Example of simulated
AFM data, together with the contour found by our tracing aitpon (black dots) and the underlying conformation generated
by Monte Carlo simulatiorfred ling). In both panels the separation between points is 2.5¢1As (b), but with simulated

data from our model. Both the underlying chéiied dots) and the inferred contour are discretized to the séate2.5 nm.
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Figure S7: Two dimensional histogram comparing the true bending afiglg snm of a simulated WLC chain to the
corresponding angle reported by our image-processingitiign The color scheme denotes the number of counts in angul
bins corresponding to pair®: e, firace). Due to the combined effects of noise and tip convolutiome, titue deflection
angle cannot be determined exactly, resulting in a didinbwof traced deflection angles. The dotted diagonal lipeagents
perfect accuracy. Fig. S8 shows that the spread in thisliision does not account for the deviation of our resultsnfithe
predictions of WLC.

To generate simulated WLC data, we first generate a two-difaeal chain conformation using a
Monte Carlo code to implement WLC statistics with persiselength54 nm. The chain discretization
length was).1 nm, much smaller than the pixel size. The effect of the tipvoaution was simulated
by giving this chain a gaussian height profile with amplitidenm and full width at half maximum
chosen to resemble the observed experimental profiles.

Modeling the noise proved nontrivial because the noiseetation length was found to be longer
than a pixel. Therefore, instead of modeling the noise, veerabled a background-noise template
from AFM images using regions of mica without DNA. This bagkgnd noise template had a root-
mean-square roughness®f6 nm. With a randomized:, y spatial offset it was directly added to the
z heights generated by the tip convolution simulation. Thapprties of the noise in the simulated and
experimental data were therefore identical in the bulk efrttica. This recipe produced simulated data

that were locally indistinguishable from actual AFM datag(FS6a,b).
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Figure S8:Simulation of instrumental effects does not alter our cosicins. Dots and colored, dashed lines are the same
as Fig. 3. Solid curves:  The same distributions when a sample of WLC configuratiorth i= 54 nm was generated
numerically and converted to simulated AFM data, then sibgeto the same image analysis that yielded the experiinenta

dots. The leftmost solid curve i) is the same as the solid curve in Fig. 2

The analysis of simulated data provides a series of usefdkshand controls. A first important
check of the tracing algorithm is simply to overlay the umglag generated conformation and the
traced conformation obtained from the corresponding satedl data (Fig. 3§. What is most relevant
to the discussion in this paper is the error in the tracedesngWe have used the simulated data to
estimate the distribution in measured angles given an iyidgrangle (Fig. S6). These calculations
show that (on average) tip convolution leads to an undenesti of the underlying deflection angle,
whereas noise leads to an overestimate of the deflectiom.afidlese experimental errors cancel to
some extent in our experiment: In Fig. S8, the WLC and sinedlaingent distribution functions are
nearly identical despite broadening caused by noise amdwiaig caused by tip convolution (see also
Table 1). We found that noise does not significantly disteethistogram of bend frequencies unless its
amplitude is taken to be twice what is actually observed ilVAfata (data not shown). We are therefore
confident that tracing artifacts alone cannot explain theeoked short-contour-length deviation from

the WLC theory.
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Figure S9:Excising very high-curvature regions does not alter ounltes The dots and curves are the same as in Fig. S8,
except that here we identified very large bends (angle5 radian overL = 7.5 nm), in both the experimental data and the
simulated data, then excludee20 nm regions around each such bend from our analysis. A totl eégions were removed

from the experimental traces.

C.3 Excise big kinks

It is possible that various effects extrinsic to DNA elaisficould induce large-angle bends, for exam-
ple, defects on the mica surface. In addition to repeatingesults on V1-grade mica (Sect. S3), we
checked directly that our conclusions do not rest upon alsaabf (possibly anomalous) observations.
We did this by excising from the data all points with very kargends, together with a buffer zone
about every such point. Then we applied the same procedow gimulated WLC data and compared
(Fig. S9). Apart from the expected truncation of our cunigb@ high-angle end, we saw no significant

change after this procedure; the data still exclude WLC.

D Other calculations

D.1 Force—extension and Cyclization

To demonstrate the experimental implications of the measNA tangent distribution function, we
have computed both the force extension of the polymer asagdthe cyclization/ factor (Fig. S10).

The computational tools employed in these calculation aseiibed elsewhere [9]. (Analogous calcu-

38



>

(o]
)

&

= 108
=~ 08} _
B Z 10°10
g
0.6 | R
§ 5 10-12
8 04l N 10-14
X [$]
@ & 10716
[0
= 02F
i 10-18
2 Tl vl 10-20 1 )
0.1 1 10 100 1000 102 103
reduced force f&/kpT molecule length L (bp)

Figure S10:0ur model agrees with WLC for other experimentally obseleajuantities.a. Semilog plot comparing the
force versus extension relations for the 3D WLC and our mazigtulated with the same 3D persistence lerggth 50 nm
[9]. Despite the dissimilar short-length-scale tangestritiution function, the entropic stretching behaviortw two models

is nearly identical. (For forces greater than20 pN, intrinsic stretch becomes important, and neither mélelxpected
to be accurate.p. The cyclizationJ factor probes high-curvature chain statistics. This log+blot shows the cyclization
J factor (in units of molarity) for WLC Klue curves) and our modelred curve) models and compares with experimental
measurementd(ts); see experimental papers cited in [9]. The theoreticalesido not include the periodic modulation
visible in the continuous sets of experimental daali black curves), because we neglect twist stiffness in this paper.
Our arguments predict that our model will be identical to Wio€ long DNA constructs, as shown. But, for DNA shorter
than= 200 bp, the short-contour-length chain statistics become tapband our model'd factor diverges from the WLC
prediction. In fact, for94 bp sequences, our factor is three orders of magnitude larger than that preditty the WLC
model. Measurements by Cloutier and Widom [18,h¢k curves labeled CW) and by Du et al. [19]lflack curves labeled

Du) are shown for comparison.

lations in kinkable WLC models were given in Refs. [14, 15,35, 17].)

D.2 Nematic ordering

We found that the experimental data coming from the same Isanaal a bias toward tangent vectors
pointing along a particular direction in the sample (vigiloh the low-angle region of Fig. S4). This

direction was not aligned with, nor perpendicular to, theVAfaster scan lines. Presumably this bias
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Figure S11:The small anisotropy visible in the distribution of abselaingles does not affect the distributions studied
here. a,b. Points, dashed lines: The same as the points and dashed lines in Fidp@&ted lines: Probability distributions
calculated using the same WLC energy function as was uséa idashed lines, with an additional ordering term. The value

of the angular bias parametemwas chosen to duplicate the slight preference for one dvaiehtation seen in Fig. S4.

was created by hydrodynamic effects during the washing stitipough we expected that the statistical
measures we used would be largely unaffected by this bias)awertheless modeled it roughly by
adding an ordering term% cos(2¢)kgT to the energy function, wherg is the angle relative to the
preferred direction and is a constant. We implemented the effect of this term by wigheach
generated chain byxp((\/2) ", £cos(21;)). Choosing\ = 0.013nm~! reproduced the observed
histogram of absolute angles, but had no discernible effedhe distributionsz or K, as expected
(Fig. S11). In particular, this effect cannot explain thecdépancy between the experimental data and
those predicted by WLC. As a check on the Monte Carlo code |seefaund an analytical formula for
G(6; L) in WLC in the presence of the aligning field, by an extensiothefmethods in Refs. [33, 35];

again we found that the angle bias had little effect.

D.3 Comparison to kinkable WLC theory

Fig. S12 compares our data with a version of the “kinkable Wir©del proposed in Refs. [15]-[14].

To obtain the curve, we used the formula [15]

Eywio(0)/kgT = —Cln [e=%00*/(20) 4 %g(elﬁ /& (4)
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Figure S12:0ur data are not better described by the “kinkable WLC” modéle dots are the same as in Figc2 The
highest point shown corresponded to an angular bin contipist one count. It was therefore omitted from other graphs
in this paper, but serves here to give a lower bound-oat very large anglesSolid curve: The analytic formula, Eq. (4),
divided bykgT.

Here¢ is a “bare” bending stiffness, related to the fl= 54 nm by¢ = 145% 1 =5nm,andC' is a
normalization constant. Takingt, = 0.05 leads to enhanced cyclization as seen in some experiments
[15], and also leads to a probability distribution of bendsresponding to the curve in Fig. S12. Our
experimental data do not follow the prediction made by thiglet; our bend distribution deviates from
a harmonic form fo® > 0.6 radian, then continues to decline (sdn G(6;5nm) rises) instead of
leveling off.

Note that if surface adsorption either induced nicks in tidADor allowed preexisting nicks to
become free hinges, then we would expect a KWLC form for tlsolgram, contrary to the above

observation.

D.4 Rounded energy function

In addition to the two choice&y,. and Eysrc, We also studied a family of energy functiofi¥6)
discretized at = 2.5 nm and interpolating between these extremes. These fusotiere quadratic for
values off) less than somé, and thereafter followed a linear rule like Eq. (1). In eackecadjusting

the slopex to fit the long-scale distributions, we found that the bedicimavas obtained with our model
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Figure S13:0ur model (Eq. (1)) fits our data better than any of a familyoall elasticity models interpolating between it
and WLC.a. Dotted line: Trial Einterp(0) interpolating between WLC and our mod&ashed line: Ewwc(6), the function
used in the Monte Carlo calculation leading to the dashezblin Fig. 3.Solid line: Frsec(6), the function used to make the
solid lines in Fig. 3. In each case, the curvature of the gnfngction was selected to reproduce the observed disimifsit
G(6; L) and K (R; L) of the experimental data at long separatidnsb,c. Solid lines: The same as solid lines in Fig. 3.
Dotted lines: The corresponding probability distributions calculatethg Einterp (6).

(the case)y = 0) (Fig. S13). As mentioned earlier, however, with other chsifor the discretization

scale even our model gives a rounded distribution (see B)g. 3

D.5 Comparisonto Du et al.

As mentioned earlier, Du et al. obtained a bending-energgtion by analysis of known DNA tra-
jectories in protein—-DNA complexes [19]. Although, as thmted, this procedure yielded an energy
function with a much shorter persistence length than thaeefDNA, nevertheless it is noteworthy that
their function also corresponds to nonlinear DNA elastjcnd that when coarsegrained to the scale of
5nm it has the same roughly linear form as the one we found.

Fig. S14 shows the phenomenological bending energy funétiond by Du et al., and its form
when coarsegrained to the scale 2.5nm. The graphs showubata¢ 2.5 nm, this bending energy
function differs greatly from the corresponding WLC fornrmdaqualitatively shows the same linear

behavior at large angles as our model (Eq. (1)). As remarkdaibet al., their bending energy function
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Figure S14:Phenomenological bending energy function found by Du efrain analysis of protein-DNA complexes.
Dashed curve: Minus the natural logarithm of the incidence of bends of masi angles between successive basepairs, from
Ref. [19]. Solid curve: Corresponding 2D bending energy function coarse-grain#uetscale 2.5 nm, obtained by convolving
the dashed curve with itself 7.35 times. Tdwted curve shows a WLC bending energy function at this same scale arfd wit

the same persistence length as the solid curve (about 31 nm).

should not be interpreted as a quantitative measuremecdube it is based on DNA conformations
under external stress. However, its general form does poiab elastic breakdown similar to the one

we measure in this paper.

E Out-of-equilibrium adsorption model

The experimental method of imaging the DNA molecule invsltrapping the chain on a mica surface.
In the main text, we assumed that the bound DNA strand undsrti@rmal conformational fluctuations
and achieves chain statistics that represent equilibrietmatior in two dimensions. However, it is
conceivable that the process of adsorption incurs kinkhéndonformation that are long-lived and
influence the chain statistics; in this case, our resultédcoot be used to draw conclusions about the
elasticity of DNA in solution. To rule out this possibilityye explored the nonequilibrium process of
polymer adsorption and subsequent relaxation using Biemvdynamics simulation [38, 39]. We find
that the experimental behavior cannot be attributed to sodequilibrium adsorption.

Polymer adsorption can dramatically affect the chain gepmend statistics, as demonstrated in
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a number of works [40, 41, 42, 43, 44, 45, 46]. However, theatfdof nonequilibrium adsorption of
semiflexible polymers is still not well understood. We meadkthe polymer strand as a discrete chain
of beads with a quadratic potential for bending and stratgf38, 39]. We neglected self-avoidance for
our short polymer length, assuming that the instances ahanassing during adsorption are negligible
and that chain crossing after adsorption is attributed tonceegments passing over-and-under each
other. The bending modulus was chosen to give a free persesiength of 53 nm, and the stretching
modulus was sufficiently large to make the chain effectivielgxtensible. The chain dynamics are
governed by a Langevin equation with a local drag force thdinear in the segment velocity, thus
we neglected polymer-polymer and polymer-surface hydnadyic interactions. For this simple test,
we assumed the polymer mobility in solution is much largemntthe mobility of the surface-bound
polymer.

We ran two simulations to explore the adsorption behavioithé first simulation, we took a pre-
equilibrated polymer chain (by Monte Carlo simulation) aiidbwed it to freely fluctuate next to an
adsorbing surface. Any chain segment that touches theceuidarozen; we ran the simulation until
all of the chain segments were fixed on the surface. In thenskesinulation, we took the adsorbed
conformation from the first simulation and performed a satioh of its dynamics while confined on the
adsorbing surface. This two-step simulation process oitlyliassumes that the adsorption is effectively
instantaneous in comparison to the subsequent surfaceatiela i.e. the surface mobility is much
smaller than the free-chain mobility.

Fig. S1% shows a typical snapshot of the surface-bound polymer jtest the nonequilibrium ad-
sorption process (defined as time zero). This conformatibibés several tightly bent chain segments,
particularly at the left-most end of the chain. These begtremts influence the chain statistics by
enhancing the probability of large bending angles. Thisasifest in the tangent-tangent correlation
function G(6; L, t) shown in Fig. S18, where we define this quantity as the distribution functien a
eraged over the chain length as well as over an ensemble ofsgions after a given timeof surface
relaxation after the adsorption process is complete. Wesaneaime in terms of the Brownian time

scalerp = n¢?/(kgT) wheren is the DNA drag coefficient on the surface (unknown valdey, the
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Figure S15:The influence of nonequilibrium adsorption on the chainistias. a. Tangent-tangent correlation function
G(0; L, ) just after adsorptiont(= 0), for separation length& of 5nm (red), 10 nm (purple), and30 nm (blue). Our
simulation resultssplid curves) and their corresponding equilibrium behavior of the wokeakchain model in two dimension
(dashed curves) are provided in each ploth. The same after timé = 50075 of subsequent surface relaxation. Typical
snapshot of a semiflexible polymer irreversibly adsorbea ptanar surface determined by Brownian dynamics simuiatio
d. Average variance between the tangent-tangent correltioction from our simulations and from the wormlike chain

model versus timeé/ 7.

interbead spacing (2.5nm), akdT is the thermal energy (4.1 pN nm). Fig. $1$hows the tangent-
tangent distribution function just after adsorptign=€ 0), for various separation lengths, panelb

shows the same after time= 50075 of subsequent surface relaxation. We include in Fig. S15 the
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simulation results (solid curves) and their correspondingves for the equilibrium behavior of the
wormlike chain model in two dimensions (dashed curves).

The tangent-tangent correlation functions from our sirtiorhes exhibit a similar trend as our exper-
iments: Large deformation angles are enhanced relativieetavormlike chain model. However, the
deviation from the equilibrium wormlike chain curves for@mulation data becomes larger for larger
lengths, in contrast with the experimental data which tenthé wormlike chain curves at larger dis-
tance separation. Thus, we conclude from the simulatiantseshown in Fig. S15 that the experimental
data cannot be not explained by nonequilibrium adsorptf@veormlike chain on the surface.

There is the possibility, however, that subsequent relaxatf the chain after adsorption could
cause the chain statistics to approach the wormlike chaigleina such a manner that they approach
our experimental data. However, the results shown in FigbStemonstrate the expected length de-
pendence of relaxation: short length scales relax fasger libng length scales [47, 48, 49]. To show

this more clearly, we define the variance from the wormlikaicimodel as
A= ["a0IGEO:L.1) ~ Gunc®: D) ©
0

whereGy.¢(0; L) is the equilibrium tangent-tangent correlation function the 2D wormlike chain
model. We plot in Fig. S1d the varianceA versus time for various length separatiahs Fig. S15
shows that upon subsequent relaxation after nonequitibrdsorption the statistics for short chain
length separation reach equilibrium faster than long chaigth separation. In other words, nonequi-
librium adsorption does not explain our experimental data, subsequent relaxation takes the statistical
behavior further from the experimental results.

These simulations focus on only one scenario where outrailibrium physics impacts the chain
statistics. However, the conclusions that are drawn froesdhsimulations typify the nonequilibrium
effect. Namely, the statistical behavior at long lengtHesaelaxes slower than the behavior for short
length separation [47, 48, 49], as demonstrated in our sitionls. The experiments show that the short
length behavior deviates from the expected equilibriunt,the experimental distribution displays the

expected equilibrium behavior at longer length scaless &fiect is inconsistent with the trends demon-
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strated in our simulations. Therefore, we conclude thantheequilibrium nature of DNA adsorption

does not explain our experimental results.
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